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Abstract

A single-server queueing model is considered with customers that have deadlines. If
a customer’s deadline elapses before service is offered, the customer abandons the system
(customers do not abandon while being served). When the server becomes available, it offers
service to the customer having earliest deadline among those that are in the queue. We
obtain a fluid limit of the queue length and abandonment processes and for the occupation
measure of deadlines, in the form of measure-valued processes. We characterize the limit
by means of a Skorohod problem in a time-varying domain, which has an explicit solution.
The fluid limits also describe a certain process called the frontier, that is well known to
play a key role in systems operating under this scheduling policy.
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1 Introduction

In recent years there has been growing interest in queueing models with reneging customers.
An important family of such models is one where arriving customers have deadlines that
are known to the decision maker, and they renege the system if service does not start (or
end) by the time of the deadline. Well known examples of such systems are time-sensitive
computer networks, real-time control systems and telecommunication systems for transferring
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audio or video signals. In case of transmission of voice or video over a packet-switched network,
the packets have to reach their destination within a certain time of their transmission, and
otherwise they are useless to the receiver and considered lost. The performance of such a
system is measured by its ability to meet the deadline constraints. Therefore it is desired to
schedule the service so as to maximize the fraction of customers served before their deadline
expires.

In this article we consider a single-server queueing model with customer deadlines, oper-
ating under the earliest-deadline-first (EDF) scheduling discipline, according to which, when
the server completes a job it accepts the customer whose deadline is the earliest among all
customers that are still in the system. In addition to the deadline we will sometimes talk of a
customer’s lead time defined as the difference

lead time of a customer = deadline of the customer − current time.

According to this terminology, a customer reneges if its lead time becomes negative before it
starts being served. Moreover, service is provided to customers with positive lead time, who
are prioritized according to their lead times.

There are several variants of the EDF policy. The deadlines could refer to the time of
beginning of service, in which case customers do not renege while in service. We refer to this
policy as EDF-b. Or it could refer to the end of service, i.e., customers will renege whenever
their deadlines elapses irrespective of their status, a variant which we call EDF-e. One can
also consider preemptive and non-preemptive policies. ‘Preemptive’ refers to switching from
serving a customer to serving a newly arrived customer if it has a deadline that is earlier than
the one in service; ‘non-preemptive’ means that service can not be interrupted.

Various queueing models employing EDF policies have been studied by exact analysis as
well as under scaling limits. Results on exact analysis include the following. Panwar and
Towsley [14] prove the optimality of the preemptive EDF-e policy within the class of work-
conserving policies for the G/M/1+G queue. Kruk et al. [12] study a G/G/1+G queue and use
the amount of reneged work as a performance measure, showing that the preemptive EDF-e
policy is optimal. Panwar, Towsley and Wolf [15] show that the non-preemptive EDF-b policy
maximizes the expected number of customers to meet their deadlines, within the class of work-
conserving, non-preemptive policies for the M/G/1+G system. Moyal [13] studies stability and
optimality properties of non-preemptive EDF-b, under various cost functions, for single-server
queueing systems.

The first to consider the EDF policy for the G/G/1+G queue under scaling limits is the
work by Doytchinov, Lehoczky and Shreve [7], which studies the preemptive EDF-e policy
under heavy traffic diffusion approximations. It is assumed in this work that the system serves
all the customers, including those who missed their deadlines. The approach is to work with
measure-valued processes: the queue-length measure-valued process (queue measure for short),
corresponding to the empirical measure of lead times of all customers in the system, as it varies
in time, and the workload measure-value process (workload measure for short) corresponding
to the empirical measure of workload carried by each of the customers in the system. It is
established that these measure-valued processes converge, and their limits are identified. This
work was extended by Kruk et al. in [12] to treat a system where customers who miss their
deadline do renege, for patience with strictly positive lower bound. In this work it is proved that
the workload, queue-length and reneged work processes converge, and their limit is identified.

2



In both [7] and [12], the frontier process plays a key role in identifying the limit of the above
processes. The frontier at time t is defined there as the largest lead time among all customers
who have ever been in service at or prior to t. The work which is closest to our present paper
is Decreusefond and Moyal [4], which considers an M/M/1+G queue with the non-preemptive
EDF-b policy and establishes the fluid limit of the queue measure and counting process of
reneged customers (reneging process for short). The main idea of [4] is to use the Markov
property in the evolution of the point measure-valued process, assigning point mass at the lead
times of the customers either in queue or discarded. A key assumption is the convergence of
the least lead time process to a deterministic continuous path, as assumption that is verified
in the same paper only in the case of M/M/1+D, where “+D” stands for deterministic lead
times.

In the present article we aim at fluid limits for the more general setting of the G/G/1+G
queue, operating under the non-preemptive EDF-b policy. We obtain fluid limits of the queue
length and reneging processes, as well as the measure-valued queue-length process. Our work
does not extend, strictly speaking, the work [4], in the sense that our assumptions exclude the
case of deterministic lead times. Our results also address the frontier process, although we
adopt a slightly different definition of the frontier, which we take to be, at time t, the largest
lead time among all customers who have been at the head of the queue at or prior to t. We
prove that the frontier converges to a deterministic continuous function, and that the queue
measure is governed by the frontier, in the critical and super-critical cases.

At the crux of our proof is an argument relating the queue-length, the reneging and the
potential queue-length processes. The latter quantity, introduced in Kang and Ramanan [10],
is defined as the queue-length in a model that has no server, but has arrival and reneging
as in the original model. In other words, it is the queue-length that would be obtained in
our model if services are switched off. The three processes alluded to above satisfy a relation
that, in the limit, is characterized by means of a one-dimensional Skorohod Problem with a
time-varying barrier. In this relation, the limiting potential queue-length process serves as
the barrier, while the limiting queue-length and reneging processes act as the solution. The
potential queue-length can be expressed directly in terms of the primitive processes, and its
law-of-large-numbers limit is found in a straightforward way. As a result, a characterization,
and in fact an explicit formula for the queue-length and reneging limits follow immediately.
This relation is closely related to an idea from [12], where it is shown, under diffusion scaling
and a preemptive EDF-e policy, that the queue-length (as well as the workload) is governed by
a doubly-reflected Brownian motion, on a fixed interval. The proof in [12] relies on the analysis
of a measure-valued process referred to as the reference workload, and applies an argument
that the actual workload process asymptotically merges with the reference workload process.
In the present paper our approach of obtaining the Skorohod problem relation is much more
direct, and in particular does not rely on the underlying measure-valued process. Rather,
the relation is a direct consequence of an analogous relation satisfied by the three prelimit
processes. This way we can obtain the limits of the three one-dimensional processes without
relying on limit results for the measure-valued processes. The analysis of the measure-valued
processes is carried out only afterwards, and builds on this result.

Measure-valued processes have been useful in modeling and analyzing queuing systems be-
yond the EDF policy in various works, including the following. Gromoll, Puha and Williams
[9] and Zhang, Dai and Zwart [17] use measure-valued processes to obtain fluid limits for pro-
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cessor sharing models and limited processor sharing models, respectively. Down, Gromoll and
Puha [6] consider a single-server queue with the shortest-processing-time-first policy, establish-
ing the fluid limit of the workload measure. The diffusion limit for a critically loaded queue
with general service and abandonment time distributions, under FIFO discipline, is studied by
Glynn and Ward [8] and Reed and Ward [16]. Kaspi and Ramanan [11] use measure-valued
processes to model the G/G/N queue with N → ∞, obtaining their fluid limits. The paper by
Kang and Ramanan [10], mentioned above, obtains fluid limit for the G/G/N+G queue under
a similar scaling. Atar, Kaspi and Shimkin [1] use the methods from [11] and [10] to establish
the fluid limit of the multi-class G/G/N+G under a priority policy. Biswas [3] establishes the
fluid limit a many-server queueing system with state-dependent service rates.

Notation: The following notation will be used throughout this paper. For x ∈ R, ⌊x⌋ denotes
the largest integer less than or equal to x. For x, y ∈ R, the maximum (minimum) is denoted
by x ∨ y (resp., x ∧ y), and x+ = x ∨ 0. The symbol δx denotes the point mass at x ∈ R. We
denote R+ = [0,∞). For any A ⊂ [0,∞), we define Aε = {x ≥ 0 : infa∈A |x− a| < ε}. For any
x ∈ R, the sets (x,∞), [x,∞) will be denoted by Cx, C̄x respectively. Characteristic function
of a set A is denoted by IA. For a topological space S, Cb(S) denotes the set of real-valued
bounded, continuous maps on S, while B(S) denotes the corresponding Borel σ-field.

The space of non-negative finite Borel measures on [0,∞) is denoted by M. For any
µ ∈ M and Borel measurable function g on [0,∞), denote ⟨g, µ⟩ =

∫
gdµ. Endow M with the

Prohorov metric given by

ρ(µ1, µ2) = inf{ε > 0 : µ1(A) ≤ µ2(A
ε) + ε, µ2(A) ≤ µ1(A

ε) + ε, for all closed A ⊂ [0,∞)}.

It is well known that (M, ρ) is a Polish space [5, Appendix]. Also this topology is equivalent
to the weak topology on M, characterized by µn → µ if and only if

⟨f, µn⟩ → ⟨f, µ⟩ for all f ∈ Cb(R+).

For any function f : R+ → R and δ > 0, oscδ(f) denotes the δ-oscillation of f given by

oscδ(f) = sup{|f(s)− f(t)| : |s− t| ≤ δ}.

By ∆f(t) we denote the jump of f at t i.e., ∆f(t) = f(t) − f(t−). For a Polish space S,
denote by DS(R+) and CS(R+) the spaces of functions R+ → S that are right continuous with
finite left limits, and respectively, continuous. Endow the space DS(R+) with the Skorohod
J1 topology. All the random variables introduced in this paper are assumed to be defined on
a common probability space, (Ω,F ,P). We use the symbol ‘⇒’ to denote the convergence in
distribution of a sequence of random variables. For a cumulative (sub-) distribution function
G we write G for G(∞)−G(x) (in the case where G corresponds to a probability, this is 1−G).

The organization of the paper is as follows. The next section introduces the model and
states the main results. Section 3 presents the proofs of the main theorems along with subse-
quent lemmas.

2 The queueing model and main results

We begin by giving a precise description of the model. We consider a sequence of systems,
indexed by N ∈ N, having a single server and a buffer of infinite room for customers waiting to
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be served. Each customer has a single service requirement and leaves the system when his job is
completed. The arrival process for the N -th system, denoted by EN , is assumed to be a renewal
process with mean inter-arrival time 1

λN , where λN > 0 are given parameters. These processes

are obtained by time acceleration of a single processes, namely EN (t) = E0(λN t), N ≥ 1,
where E0 has inter-renewal mean 1. Denote by aNi the arrival time of the i-th customer in the
N -th system, i = 1, 2, . . . The service requirements are assumed to be generally distributed
with mean service time 1

µN , where µN > 0 are given parameters. To the customers that are

in the system at time 0 we associate their arrival times aNi , i = −XN (0) + 1, . . . , 0, satisfying
aN−XN (0)+1

≤ aN−XN (0)+2
≤ · · · ≤ aN0 , where XN (0) denotes the number of customers in the

system at time zero. An incoming customer has an initial lead time, expressing how long after
arrival he will wait in the queue before abandoning the system. For each N , the initial lead
times are given by a positive i.i.d. random variables {uNi }. For the i-th customer, there is an
associated stochastic process called the lead time LN

i (t) given by the initial lead time minus
the time spent in the system. That is,

LN
i (t) = uNi + aNi − t, t ≥ 0. (2.1)

We assume that the sequence of initial lead times, the arrival process and the service require-
ments are mutually independent. After arrival, a customer could be in one of three states:
in the queue, in service, or outside the system. Upon arrival, customers wait in the queue if
the server is busy, or otherwise immediately start service. A customer waiting in the queue
reneges the system once his lead time becomes less than or equal to zero. Thus, at any time,
all customers present in the queue have positive lead times. Customers are served according
to the non-preemptive EDF-b policy, described as follows. When the server completes a job
and the queue in not empty, it starts providing service to the customer having the smallest
lead time (equivalently, smallest positive lead time) among the customers in the queue. Note
that by this description the policy is non-preemptive and non-idling. By XN (t) and QN (t),
we denote the number of customers in the system, and respectively, in the queue at time t. By
RN (t) we denote the number of customers having reneged in [0, t]. We assume RN (0+) = 0.
RN is called the reneging process.

Let SN (t) be the number of jobs completed by the time the server has been busy for t
units of time. By assumption it is a renewal process with mean inter-renewal time 1

µN , and

we assume that SN (t) = S0(µN t), N ≥ 1, where S0 has inter-renewal mean 1. The number of
service completions of jobs by time t is thus given by

DN (t) = SN
(∫ t

0
I{XN (s)>0}ds

)
. (2.2)

Hence we have

XN (t) = XN (0) + EN (t)−DN (t)−RN (t), (2.3)

QN (t) = (XN (t)− 1)+. (2.4)

Denote by τNi , i ≥ −XN (0)+1, the time when the i-th customer starts its service. We define
τNi to be infinity if the i-th customer reneges the system. Now we define the queue-lead-time
measure-valued process, or the queue measure for short, by
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QN
t (B) =

∑
i≤EN (t),i̸=0: t<τNi <∞

IB(LN
i (t)), t ≥ 0, (2.5)

where LN
i (t) = LN

i (0) − t for i ≤ 0 and B ∈ B((0,∞)) . Then for B ⊂ (0,∞) , QN
t (B)

represents the number of customers in the queue at time t whose lead times, at time t, are in
B. We define FN (0) as the lead time of the customer at the head of the queue at time 0 or 0
if the queue is empty. Define

ZN (t) =

{
sup{x ≥ 0 : QN

t ([0, x)) = 0} if QN (t) ̸= 0,

0 otherwise.
(2.6)

For QN (t) ̸= 0, ZN (t) is the lead time of the customer at the head of the line. We also define
the frontier

FN (t) =
(

max
s≤t;QN (s) ̸=0

{ZN (s)− t+ s}
)
∨ (FN (0)− t).

By this definition, FN (t) equals the largest lead time, at time t, of any customer who has ever
been at the head of the queue, whether still present in the system or not, or FN (0)− t if this
is larger than the former. The current lead time CN (t) is defined by

CN (t) =

{
ZN (t) if QN (t) ̸= 0,
FN (t) otherwise.

Then CN (t) equals the lead time, at time t, of the customer who is in the head of the queue,
or FN (t) if the queue is empty at time t.

By the above description we see that QN
t is a measure on (0,∞) with QN

t [0, CN (t)) = 0
for all t. Moreover, it is easy to see that FN and CN have RCLL sample paths. The process
FN may take negative values, but FN (t) > 0 if QN (t) > 0. Finally, FN (0) = CN (0) ≥ 0.

The idea of analyzing the frontier process in order to obtain scaling limits has been employed
very successfully for systems that operate under priority based on deadlines, as in [4], [7] and
[12], as well as on job size, as in [6]. The papers [7] and [12] use frontier process to obtain
diffusion limits and the same is used in [4] to obtain fluid limits when the customers have
deterministic deadlines. Specifically, [7], [12] consider queuing systems under preemptive EDF
and the frontier is defined as the largest lead time among the customers who have ever been in
service. Under diffusion setting it is shown that the re-scaled customer population with lead
times in [CN , FN ] disappears asymptotically. Here we modify the definition of frontier so that
it is suited to a non-preemptive policy. We also show that 1

NQN ([CN , FN ]) tends to 0 (Lemma
3.4). Under the first order scaling, the limit of the frontier processes is identified in [4] when
the deadlines are deterministic, in which case one has FN = CN . Let us mention that our
assumptions do not allow the deadlines to be deterministic.

Let νN be the distribution of uN1 and GN (·) its cumulative distribution. Define yNmax =
inf{x : GN (x) = 1}. We shall consider a sequence of such queues indexed by N , and make
the following assumptions.

Assumption 2.1 As N → ∞
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(i) λN

N → λ > 0,

(ii) µN

N → µ > 0,

(iii) uN1 converges in distribution to a random variable u with distribution ν and cumulative
distribution function G. We assume that G is strictly increasing in (0, ymax) where ymax =
inf{x : G(x) = 1} and G is continuous at 0 with G(0) = 0.

Let
y∗ = sup{y < ymax : λG(y) < µ}. (2.7)

Assumption 2.2 For λ > µ, we assume that G is continuous at y∗.

We assume the following condition on the initial queue measure

Assumption 2.3 There exists a pair (Q0, F (0)) ∈ M× [0, y∗] so that

(i) Q0([0, F (0)]) = 0 and G0(x) = Q0([0, x]) is a continuous cumulative distribution func-
tion.

(ii) For all x > F (0), Q0([0, x]) > 0.

(iii) ( 1
NQN

0 , F
N (0)) ⇒ (Q0, F (0)) as N → ∞.

Remark 2.1 For λ ≤ µ, one has 0 ≤ 1
NQ

N ≤ 1
N (QN (0) + EN (t) − DN (t)). For large N

this is close to 1
N (QN (0) +Nλt−Nµt) which is smaller than 1

NQ
N (0), provided that [0, t] is

contained in one busy period. Thus to obtain a non-zero fluid limit one needs to assume that
1
NQ

N (0) converges to Q(0) > 0.

Recall our notation G = 1−G. Let G0(·) = Q0(·,∞), and

H(x, t) = G0(x+ t) + λ

∫ t

0
G(x+ t− s)ds. (2.8)

It is not hard to see that H satisfies the following transport equation

∂tH(x, t) = ∂xH(x, t) + λG(x), in R+ × (0,∞),

H(x, 0) = G0(x), in R+.

An approach that uses the transport equation in this context was introduced in [4], where it
plays a central role in the analysis. Our analysis does not use the equation but works directly
with the definition (2.8).

By Assumptions 2.1 and 2.3 for T > 0, H : R+× [0, T ] → R+, is continuous and for a fixed
t ∈ (0, T ], H(·, t) is a continuous, decreasing function from R+ onto its range. In fact, H(·, ·)
is uniformly continuous on R+ × [0, T ]. To see this it is enough to show that

∫ ·
0G(· + s)ds is

uniformly continuous. Let 0 ≤ t1 < t2 ≤ T and x1, x2 ∈ R+. Then∣∣∣ ∫ t2

0
G(x2 + s)ds−

∫ t1

0
G(x1 + s)ds

∣∣∣ = ∣∣∣ ∫ x2+t2

x2

G(s)ds−
∫ x1+t1

x1

G(s)ds
∣∣∣

≤ 2|x2 − x1|+ (t2 − t1).

Now we introduce a Skorohod problem on a time-varying domain.
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Definition 2.1 Let h ∈ CR(R+) be fixed. Given ψ ∈ CR(R+), a pair (ϕ, η) ∈ CR(R+)
2 is said

to solve the Skorohod Problem (SP) for ψ on the time-varying domain (−∞, h(·)], if

1. ϕ(t) = ψ(t)− η(t), t ≥ 0,

2. ϕ(t) ≤ h(t), t ≥ 0,

3. η is non-negative, non-decreasing and
∫ ·
0 I{ϕ(s)<h(s)}dη(s) = 0.

In fact, there is always a unique pair (ϕ, η) solving the SP for a given ψ, given by ([2])

η(t) = sup
s∈[0,t]

(ψ(s)− h(s))+, ϕ(t) = ψ(t)− η(t), t ≥ 0.

Henceforth we denote the Skorohod map by Γh i.e, Γh(ψ) = ϕ. We will be interested in the
case where h = H(0, ·) and ψ(t) = Q(0) + (λ − µ)t. The solution to the corresponding SP in
this case is given by

η(t) = sup
s∈[0,t]

(ψ(s)−H(0, s))+, ϕ(t) = ψ(t)− η(t), t ≥ 0. (2.9)

We now state our main results

Theorem 2.1 Under Assumptions 2.1–2.3 and λ ≥ µ, let ψ(t) = Q(0)+(λ−µ)t and let (ϕ, η)
be given by (2.9). Then ( 1

NQ
N , 1

NR
N ) ⇒ (ϕ, η) as N → ∞.

Define χ : R+ × [0,∞) → R+ as follows

χ(x, t) = inf{y ≥ 0 : H(y, t) ≤ x}. (2.10)

Define y0min = inf{y : G0(y) > 0} and y0max = sup{y : G0(y) < 1}. Then [y0min, y0max] is
the support of Q0.

Theorem 2.2 Suppose that λ ≥ µ and Assumptions 2.1–2.3 are satisfied. Assume further
that G0 is strictly decreasing in [y0min, y0max]. If y0min = 0 and y0max ≥ ymax(recall that
ymax = inf{x : G(x) = 1}), then

(a) FN ⇒ F as N → ∞, where

F (t) = χ(ϕ(t), t), t ≥ 0, (2.11)

and ϕ is as in Theorem 2.1.

(b) Let Q be the M-valued RCLL path defined by

Qt(B) = Q0(B ∩ [F (t),∞) + t) + λ

∫ t

0
ν(B ∩ [F (t),∞) + t− s)ds,

where ν is defined in Assumption 2.1, B ∈ B([0,∞)) and A+ t = {x+ t : x ∈ A}. Then

1

N
QN ⇒ Q as N → ∞.
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For general y0min and y0max the above convergence holds on compact subsets of (0, T ) for
T > 0.

Theorem 2.3 Suppose that Assumption 2.1 and 2.3 hold and that λ < µ. Let T̄ = inf{t ≥
0 : ϕ(t) = 0} and define

ϕ̄(t) =

{
ϕ(t) if t ≤ T̄ ,
0 otherwise.

Then 1
NQ

N ⇒ ϕ̄ as N → ∞.

Remark 2.2 The definition of the frontier used in this article is expected to be useful in other
scenarios as well. For example, one can consider a queueing model with many servers operating
under the EDF policy, in which limits are taken in a fashion similar to [11] where the number
of servers tends to infinity. Similar results are expected there for an overloaded system when
the job requirement is exponentially distributed.

Example 2.1 We demonstrate that the ingredients of the formula for the frontier process limit
(2.11) can sometimes be computed explicitly. Consider a system with λ = 1, µ ≤ 1 and θ > 0.
Assume Ḡ0(x) = e−x. Then G(x) = 1− e−θx, Q(0) = 1 and

H(x, t) = e−x−t +
1

θ
e−θx(1− e−θt).

Therefore ψ(t) = 1 + (1− µ)t. To compute (ϕ, η) from (2.9) we distinguish three cases.
Case 1: µ ≤ 1 and θ ≥ 1. Then

ϕ(t) =
1

θ
+ e−t − 1

θ
e−θt,

η(t) = 1− 1

θ
+ (1− µ)t− e−t +

1

θ
e−θt.

Case 2: µ = 1 and θ < 1. Then ϕ(t) = 1 and η(t) = 0 for all t.

Case 3: µ < 1 and θ < 1. If 1 − µ ≥ (1 − θ)θ
θ

1−θ then (ϕ, η) is the same as in Case 1.

If 1 − µ < (1 − θ)θ
θ

1−θ then there are constants a1, a2 (in fact, a1 is the smallest zero of
f(s) = 1− µ+ e−s − e−θs and a2 is the largest point satisfying

∫ a1
0 f(s)ds =

∫ a2
0 f(s)ds) such

that

η(t) =


1− 1

θ + (1− µ)t− e−t + 1
θe

−θt for t ≤ a1,
η(a1) for t ∈ [a1, a2],
1− 1

θ + (1− µ)t− e−t + 1
θe

−θt for t ≥ a2,

and ϕ(t) = ψ(t)− η(t).

3 Proofs

This section is devoted to the proof of Theorem 2.1, 2.2 and 2.3. First we prove some lemmas
that will be used to prove the main results.
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Define ĒN = 1
NE

N . It follows from Assumption 2.1(i), ĒN (t) → λt in probability as
N → ∞, u.o.c. Hence, given T , there exists a sequence εA(N) → 0 such that

P( sup
t∈[0,T ]

|ĒN (t)− λt| ≤ εA(N)) ≥ 1− εA(N). (3.1)

Similarly, defining S̄N (t) = 1
N S

N (t), there exists a sequence εS(N) → 0 such that

P( sup
t∈[0,T ]

|S̄N (t)− µt| ≤ εS(N)) ≥ 1− εS(N). (3.2)

Let ΩA(N) [resp., ΩS(N)] denote the event indicated on the l.h.s. of (3.1) [resp., (3.2)]. Recall
that Cx = (x,∞) and C̄x = [x,∞) for x ∈ R+. We prove the following lemma for general
cumulative distribution function G. Recall from (2.1) the notation LN

i (t) for the lead time of
the i-th customer at time t.

Lemma 3.1 Let ε, η > 0 be given. Then for T > 0,

lim sup
N→∞

P
(

sup
a∈R+

sup
f∈{ICa ,IC̄a

}
sup

t∈[0,T ]

∣∣∣⟨f,GN
t ⟩ − λ

∫ t

0
G(a+ t− s)ds

∣∣∣ ≥ ε
)
≤ η,

where

GN
t =

1

N

EN (t)∑
i=0

δLN
i (t).

Proof: Write G as G = Gc +Gd, where

Gd(x) =
∑
y≤x

∆G(y), ∆G(y) = G(y)−G(y−),

and Gc is a continuous function. It is also clear that G being non-decreasing, Gc is also
non-decreasing. For x, y ∈ R+, x ≥ y,

Gc(x)−Gc(y) = [G(x)−G(y)]− [
∑

y<z≤x

∆G(z)] ≥ 0.

Recall our notation Gc(x) = Gc(∞)−Gc(x) and Gd = Gd(∞)−Gd. Then G = Gc +Gd and
supx∈R+

|Gd(x)| ≤ 1. First we show that for a ∈ R+ and ε > 0,

lim
N→∞

P
(

sup
f∈{ICa ,IC̄a

}
sup

t∈[0,T ]

∣∣∣⟨f,GN
t ⟩

−
∫ t

0
Gc(a+ t− s)dĒN (s)− λ

∫ t

0
Gd(a+ t− s)ds

∣∣∣ ≥ ε
)
= 0. (3.3)

Since G is non-decreasing it can have at most countably many jumps in [0,∞), say {gi}. Now
given ε > 0 we can find a positive integer Nε such that

∑
j≥Nε

∆G(gj) ≤ ε
16(λT+1) . We order

the set {g1, . . . , gNε} as {g̃1, . . . , g̃Nε} so that g̃1 < . . . < g̃Nε . Now define a function Gd,ε on
[0,∞) as

Gd,ε(x) =


Gd(0) if x ∈ [0, g̃1),

Gd(g̃i) if x ∈ [g̃i, g̃i+1), 1 ≤ i ≤ Nε − 1,

Gd(g̃Nε) if x ∈ [g̃Nε ,∞).
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Then it is easy to see that

sup
x∈R+

|Gd(x)−Gd,ε(x)| ≤
ε

16(λT + 1)
. (3.4)

We choose δ > 0 and a partition {ti}i=k(t)
i=0 of [0, t] such that max1≤i≤k(t) |ti − ti−1| ≤ δ and

supt∈[0,T ] k(t) = kδ < ∞. We can choose the partition to satisfy 2δ < mini̸=j |g̃i − g̃j | and for
all i such that g̃i ≤ a+ t, g̃i = a+ t− tj for some j ≤ k(t). Then

λ

∫ t

0
Gd,ε(a+ t− s)ds = λ

k(t)∑
m=1

Gd,ε(a+ t− tm)(tm − tm−1). (3.5)

If we choose N large enough then on ΩA(N) we have

sup
t∈[0,T ]

ĒN (t) ≤ λT + 1. (3.6)

Define
V = {ICx : x ∈ R+} ∪ {IC̄x

: x ∈ R+}.

Then defining M = λT + 1, we have, using [17, Appendix B],

lim sup
N→∞

P
(

max
m∈[0,NM ]

sup
ℓ∈[0,M ]

sup
f∈V

∣∣∣⟨f, 1
N

m+⌊Nℓ⌋∑
i=1+m

δuN
i

⟩
− ℓ⟨f, νN ⟩

∣∣∣ > ε
)
< η.

As a result there exists a sequence {εG(N)}, εG(N) → 0 as N → ∞, such that for

ΩG(N) =
{

max
m∈[0,NM ]

sup
ℓ∈[0,L]

sup
f∈V

∣∣∣⟨f, 1
N

m+⌊Nℓ⌋∑
i=1+m

δui⟩ − ℓ⟨f, νN ⟩
∣∣∣ ≤ εG(N)

}
(3.7)
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we have P(ΩG(N)) ≥ 1− εG(N). Hence for large N , on ΩA(N)∩ΩG(N), we have for f = ICa ,

⟨f,GN
t ⟩ −

∫ t

0
Gc(a+ t− s)dĒN (s)− λ

∫ t

0
Gd(a+ t− s)ds

≤ 1

N

EN (t)∑
i=0

⟨IC
a+t−aN

i

, δui⟩ −
∫ t

0
Gc(a+ t− s)dĒN (s)− λ

∫ t

0
Gd,ε(a+ t− s)ds+

ε

16

=

k(t)−1∑
m=0

( 1

N

EN (tm+1)∑
i=EN (tm)+1

⟨IC
a+t−aN

i

, δui⟩ −
1

N

∑
tm<aNi ≤tm+1

Gc(a+ t− aNi )

− λGd,ε(a+ t− tm+1)(tm+1 − tm)
)
+

ε

16

≤
k(t)−1∑
m=0

( 1

N

EN (tm+1)∑
i=EN (tm)+1

⟨ICa+t−tm+1
, δui⟩ −

1

N

∑
tm<aNi ≤tm+1

Gc(a+ t− tm)

− λGd,ε(a+ t− tm)(tm+1 − tm)
)
+

ε

16

≤
k(t)−1∑
m=0

(
(ĒN (tm+1)− ĒN (tm))⟨ICa+t−tm+1

, νN ⟩+ εG(N)

− (ĒN (tm+1)− ĒN (tm))Gc(a+ t− tm)− λGd,ε(a+ t− tm+1)(tm+1 − tm)
)
+

ε

16
,

where in the first inequality we use (3.4), for second equality we use (3.5) and the fact that Gc

is non-increasing, in the last inequality we use (3.6) and definition of ΩG(N). By Assumption
2.1, for any ε1 > 0 we have ρ(νN , ν) ≤ ε1 for all N large. Therefore for any closed set
B ∈ B([0,∞)) and N large

νN (B) ≤ ν(Bε1) + ε1 and ν(B) ≤ νN (Bε1) + ε1. (3.8)

Hence on ΩA(N) ∩ΩG(N), we have

⟨f,GN
t ⟩ −

∫ t

0
Gc(a+ t− s)dĒN (s)− λ

∫ t

0
Gd(a+ t− s) ds

≤
k(t)−1∑
m=0

(
(ĒN (tm+1)− ĒN (tm))(G(a+ t− tm+1 − ε1) + ε1) + εG(N)

− (ĒN (tm+1)− ĒN (tm))Gc(a+ t− tm)− λGd,ε(a+ t− tm+1)(tm+1 − tm)
)
+

ε

16

≤
k(t)−1∑
m=0

(
(ĒN (tm+1)− ĒN (tm))(oscε1+δ(Gc) + ε1) + εG(N)

+ (ĒN (tm+1)− ĒN (tm))Gd(a+ t− tm+1 − ε1)− λGd,ε(a+ t− tm+1)(tm+1 − tm)
)
+

ε

16

≤
k(t)−1∑
m=0

(
(ĒN (tm+1)− ĒN (tm))(oscε1+δ(Gc) + ε1) + εG(N)

+ λ(tm+1 − tm)
(
Gd,ε(a+ t− tm+1 − ε1)−Gd,ε(a+ t− tm+1)

)
+ 2εA(N)|G|∞

)
+
ε

8
,
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where in the second inequality we use the fact that G = Gc +Gd and in the last inequality we
use (3.4) and definition of ΩA(N). If we choose ε1 < δ in (3.8), then

k(t)−1∑
m=0

(tm+1 − tm)(Gd,ε(a+ t− tm+1 − ε1)−Gd,ε(a+ t− tm+1)) ≤ 2Nεδ|G|∞. (3.9)

Hence combining the above estimates we see that for large N , on ΩA(N)∩ΩG(N), and f = ICa ,⟨
f,GN

t

⟩
−

∫ t

0
Gc(a+ t− s)dĒN (s)− λ

∫ t

0
Gd(a+ t− s)ds ≤ ε/4,

for all t ≤ T , if δ is chosen sufficiently small. We can obtain a lower bound −ε/4 using similar
calculations. The same estimate holds if ICa is replaced by IC̄a

. Since

lim
N→∞

P((ΩA(N))c ∪ (ΩG(N))c) = 0,

(3.3) holds. Since Gc is a bounded continuous function, we have

sup
[0,T ]

∣∣∣ ∫ t

0
Gc(a+ t− s)dĒN (s)− λ

∫ t

0
Gc(a+ t− s)ds

∣∣∣ → 0, in probability.

Now defining

Hλ(x, t) = λ

∫ t

0
G(x+ t− s)ds, t, x ≥ 0,

and combining with (3.3) we have for any ε > 0,

lim
N→∞

P
(

sup
f∈{ICa ,IC̄a

}
sup

t∈[0,T ]

∣∣∣⟨f,GN
t ⟩ −Hλ(a, t)

∣∣∣ ≥ ε/2
)
= 0. (3.10)

Since Gd,ε has finitely many jumps, there exists κ > 0 so that the l.h.s. of (3.9) is equal to 0
for all a ≥ κ. Hence the same argument as above gives

lim
N→∞

P
(
sup
a≥κ

sup
f∈{ICa ,IC̄a

}
sup

t∈[0,T ]

∣∣∣⟨f,GN
t ⟩

−
∫ t

0
Gc(a+ t− s)dĒN (s)− λ

∫ t

0
Gd(a+ t− s)ds

∣∣∣ ≥ ε/4
)
= 0. (3.11)

Since limx→∞G(x) = 0, it is possible to choose κ1, κ1 ≥ κ ∨ g̃Nε , such that

G(x) ≤ ε

8(λT + 1)
, ∀x ≥ κ1.
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Now for t ∈ [0, T ] and a ≥ κ1, using G = Gc +Gd, we get∣∣∣ ∫ t

0
Gc(a+ t− s)dĒN (s)− λ

∫ t

0
Gc(a+ t− s)ds

∣∣∣
=

∣∣∣ ∫ t

0

(
G(a+ t− s)−Gd(a+ t− s)

)
dĒN (s)− λ

∫ t

0

(
G(a+ t− s)−Gd(a+ t− s)

)
ds
∣∣∣

≤ ε(ĒN (T ) + λT )

8(λT + 1)
+

∣∣∣λ ∫ t

0

(
Gd(a+ t− s)−Gd,ε(a+ t− s))ds+Gd,ε(a)(λt− ĒN (t))

−
∫ t

0

(
Gd(a+ t− s)−Gd,ε(a+ t− s)

)
dĒN (s)

∣∣∣
≤ ε(ĒN (T ) + λT )

8(λT + 1)
+ sup

t≤T
|λt− ĒN (t)|+ ε(ĒN (T ) + λT )

16(λT + 1)
,

where in the second inequity we use the fact that Gd,ε is constant on [κ1,∞) and in the last
inequality we use (3.4). Therefore combining with (3.11), we have for given ε > 0,

lim
N→∞

P
(
sup
a≥κ1

sup
f∈{ICa ,IC̄a

}
sup

t∈[0,T ]

∣∣∣⟨f,GN
t ⟩ −Hλ(a, t)

∣∣∣ ≥ ε
)
= 0,

for some κ1 ≥ κ. Note that this κ1 might depend on ε. Hence to complete the proof it is
enough to show that

lim
N→∞

P
(

sup
a∈[0,κ1]

sup
f∈{ICa ,IC̄a

}
sup

t∈[0,T ]

∣∣∣⟨f,GN
t ⟩ −Hλ(a, t)

∣∣∣ ≥ ε
)
= 0. (3.12)

Consider δ > 0 and a partition {bi}ki=0 of [0, κ1] so that max1≤i≤k |bi − bi−1| ≤ δ. Let ωδ be
the δ-oscillation of Hλ on [0, κ1]× [0, T ]. We choose δ small enough so that ωδ < ε/4. Denote

Ωbi(N, ε) =
{

sup
f∈{ICbi

,IC̄bi
}
sup

t∈[0,T ]

∣∣∣⟨f,GN
t ⟩ −Hλ(bi, t)

∣∣∣ ≥ ε
}
.

Then from (3.10) we have for any ε > 0,

lim
N→∞

P(Ωbi(N, ε)) = 0 (3.13)

for all i = 1, . . . , k. For any a ∈ [bi, bi+1], i = 0, . . . , k − 1, f ∈ {ICa , IC̄a
},

sup
t∈[0,T ]

|⟨f,GN
t ⟩ −Hλ(a, t)| ≤ sup

t∈[0,T ]

∣∣∣⟨IC̄bi
,
1

N

EN (t)∑
i=0

δLN
i (t)

⟩
−Hλ(bi, t)

∣∣∣
+ sup

t∈[0,T ]
|⟨ICbi+1

,GN
t ⟩ −Hλ(bi+1, t)|+ ωδ.

The above inequality implies that the event in (3.12) is contained in

∪k
i=1(Ωbi(N, ε/8) ∪Ωbi+1

(N, ε/8)).

Hence the claim (3.12) follows using (3.13). 2
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Define the potential queue-length process

HN
t (B) = QN

0 (B + t) +
⟨
IB,

EN (t)∑
i=1

δLN
i (t)

⟩
, B ∈ B([0,∞)), t ≥ 0. (3.14)

Then HN
t (0,∞) represents the total number of customers that have arrived before time t ≥ 0

and have positive lead times at time t. The following lemma establishes the law of large number
limit for HN . Recall the definition of H in (2.8) and that we have set G0(a) = Q0(a,∞).

Lemma 3.2 For any given ε > 0, we have

lim
N→∞

P
(

sup
a∈R+

sup
f∈{ICa ,IC̄a

}
sup

t∈[0,T ]

∣∣∣ 1
N

⟨f,HN
t ⟩ −H(a, t)

∣∣∣ ≥ ε
)
= 0.

Proof: In view of Lemma 3.1, it is enough to show that for any ε > 0,

lim
N→∞

P
(

sup
a∈R+

sup
f∈{ICa ,IC̄a

}

∣∣∣ 1
N

⟨f,QN
0 ⟩ −G0(a)

∣∣∣ ≥ ε
)
= 0. (3.15)

By Assumption 2.3, we see that ρ( 1
NQN ,Q0) → 0 in probability. Let ε2 ∈ (0, ε/4) be such

that oscε2(G0) < ε/4. Then ρ( 1
NQN ,Q0) < ε2 implies that for any a ∈ R+ and f ∈ {ICa , IC̄a

}
we have

1

N
⟨f,QN

0 ⟩ −G0(a) ≤ G0(a− ε2)−G0(a) + ε2 ≤ oscε2(G0) + ε2,

1

N
⟨f,QN

0 ⟩ −G0(a) ≥ G0(a+ ε2)−G0(a)− ε2 ≥ oscε2(G0)− ε2.

Hence our required event is a subset of {ρ( 1
NQN ,Q0) ≥ ε2}. The proof follows from Assump-

tion 2.3(iii). 2

The following lemma gives an upper estimate on the frontier process.

Lemma 3.3 Let T, ε > 0 be given. Define ΩF,ε = {supt∈[0,T ] F
N (t) ≤ y∗ + ε}, where y∗ is

given in (2.7). If λ > µ then
lim

N→∞
P(Ωc

F,ε) = 0.

Proof: Take δ ∈ (0, ε/2). Then

P
(

sup
t∈[0,T ]

FN (t) ≥ y∗ + ε
)

= P
(
sup
t∈[0,δ]

FN (t) ≥ y∗ + ε
)
+ P

(
sup

t∈[δ,T ]
FN (t) ≥ y∗ + ε, sup

t∈[0,δ]
FN (t) < y∗ + ε

)
. (3.16)

Applying Lemma 3.2 for T = 0, specifically, (3.15), we have for any positive η,

lim sup
N→∞

P
(
| 1
N

QN
0 ((δ, y∗ + ε/2])−Q0((δ, y

∗ + ε/2])| ≥ η
)
= 0.
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Because of Assumption 2.3, we have Q0([0, y
∗ + ε/2]) > 0 and thus we can choose δ > 0 to

satisfy 2µδ < Q0((δ, y
∗ + ε/2]). Thus

lim
N→∞

P
( 1

N
QN

0 (δ, y∗ + ε/2]) ≥ 2µδ − η
)
= 1. (3.17)

Again Assumption 2.3(iii) implies that limN→∞ P(FN (0) ≥ y∗+ε/2) = 0. If FN jumps upward
then at the time of jump a customer leaves the queue (due to service/lack of patience) and
there is another customer in the queue waiting to be served. On ΩS(N)∩{FN (0) < y∗+ ε/2},
if supt∈[0,δ] F

N (t) ≥ y∗ + ε then there exists τN , 0 < τN ≤ δ, such that CN (τN ) > y∗ + ε/2.

Therefore all the customers at time 0 with their lead times in (δ, y∗ + ε/2 + τN ] should leave
the system by time τN . Again the customers at time 0 with their initial lead times in (δ, y∗ +
ε/2+ τN ] can leave the queue by time δ if and only if they receive service. As a result we have

DN (0, δ] + 1 ≥ QN
0 ((δ, y∗ + ε/2 + τN ]),

hence

µδ + εS(N) +
1

N
≥ 1

N
QN

0 ((δ, y∗ + ε/2 + τN ]) ≥ 1

N
QN

0 ((δ, y∗ + ε/2]).

Now choosing η = µδ/2, we see, using (3.2) and (3.17), that

lim
N→∞

P
(
sup
t∈[0,δ]

FN (t) ≥ y∗ + ε
)
= 0. (3.18)

Fix the above choice of δ and consider the second term on the r.h.s. of (3.16). Now take
η < δ. On ΩS(N) ∩ ΩG(N) ∩ ΩA(N), for L = M = λT + 1, if supt∈[δ,T ] F

N (t) ≥ y∗ + ε and

supt∈[0,δ] F
N (t) < y∗ + ε then there is a time τN , δ < τN ≤ T, such that CN (τN ) > y∗ + ε/2.

Therefore all the customers that arrived in the time interval (τN − η, τN ] with their lead times
at τN in (0, y∗ + ε/2] should leave the queue by time τN . As a result we have

DN (τN − η, τN ] + 1 ≥
EN (τN )∑

i=En(τN−η)+1

δLN
i (τN )((0, y

∗ + ε/2]) ≥
EN (τN )∑

i=En(τN−η)+1

δuN
i
((η, y∗ + ε/2]),

and therefore

µη + 2εS(N) +
1

N
≥ ηλνN (η, y∗ + ε/2]− 2εA(N)− 2εG(N).

Since ρ(νN , ν) → 0, we have νN (η, y∗ + ε/2] ≥ ν[3η/2, y∗ + ε/2− η/2]− η/2 for large N . Now
G being strictly increasing we can choose η small enough so that λν[3η/2, y∗ + ε/2 − η/2] −
λη/2− µ > 0. Thus for large N ,{

sup
t∈[δ,T ]

FN (t) ≥ y∗ + ε, sup
t∈[0,δ]

FN (t) ≥ y∗ + ε
}
⊂ (ΩS(N) ∩ΩG(N) ∩ΩA(N))c. (3.19)

Hence limN→∞ P(supt∈[δ,T ] F
N (t) < y∗ + ε, supt∈[0,δ] F

N (t) < y∗ + ε) = 0. The result follows
now from (3.16), (3.18) and (3.19). 2

The following lemma shows that in fluid limit the number of customers in the queue at time
t with their lead times in [CN (t), FN (t)) is negligible. The proof of the lemma is in the spirit
of [7, Proposition 3.6] where a similar result is obtained for a single-server queueing model
under preemptive EDF-e policy.
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Lemma 3.4 Let ε > 0 be given. Then for T > 0,

lim
N→∞

P
(

sup
t∈[0,T ]

1

N
QN

t [CN (t), FN (t)] > ε
)
= 0. (3.20)

Proof: First we show that

lim
N→∞

P
(

sup
t∈[0,T ]

1

N
QN

t [CN (t), FN (t)) > ε
)
= 0. (3.21)

Define
σN (t) = sup{s ∈ [0, t] : CN (s) = FN (s)}.

Consider t > 0 so that 1
NQN

t [CN (t), FN (t)) > ε. First we note that

QN
σN (t)([C

N (σN (t)), FN (σN (t))) = 1.

This is true because both CN , FN have RCLL paths that decay at unit rate, and therefore
there must be an arrival at time σN (t). Since CN < FN on (σN (t), t], FN (s) = FN (σN (t)) +
s− σN (t), s ∈ [σN (t), t]. Therefore the number of customers in the queue at time t with their
lead times in [CN (t), FN (t)) who were also in queue at time σN (t) must not be bigger than
QN

σN (t)
[CN (σN (t)), FN (σN (t))). Thus

QN
t [CN (t), FN (t)) ≤ 1 +

EN (t)∑
i=EN (σN (t))+1

δLi(t)((0, F
N (t)))−DN (σN (t), t]. (3.22)

First we note that (σN (t), t] is included in the busy period starting at σN (t). Therefore

1

N
DN (σN (t), t] = S̄N

(∫ t

0
IX̄N (s)>0ds

)
− µ

∫ t

0
IX̄N (s)>0ds

− S̄N
(∫ σN (t)

0
IX̄N (s)>0ds

)
+ µ

∫ σN (t)

0
IX̄N (s)>0ds− µ(t− σN (t)). (3.23)

On ΩF,δ(N) (for λ ≤ µ, take y∗ = ∞), for some δ > 0,

EN (t)∑
i=EN (σN (t))+1

δLN
i (t)((0, F

N (t))) ≤
EN (t)∑

i=EN (σN (t))+1

δuN
i
((0, FN (t) + t− σN (t)))

=

EN (t)∑
i=EN (σN (t))+1

δuN
i
((0, FN (σN (t))))

≤
EN (t)∑

i=EN (σN (t))+1

δuN
i
((0, y∗ + δ)). (3.24)
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Hence using (3.22), (3.23) and (3.24), on ΩS(N)∩ΩG(N)∩ΩA(N)∩ΩF,δ, for large N and ε1
as in (3.8), we have

1

N
QN

t [CN (t), FN (t)) ≤ 1

N
+ λ(t− σN (t))νN [0, y∗ + δ]− µ(t− σN (t))

+ 2(εA(N) + εG(N) + εS(N))

≤ 1

N
+ λ(t− σN (t))ν[0, y∗ + δ + ε1] + λTε1 − µ(t− σN (t))

+ 2(εA(N) + εG(N) + εS(N))

≤ 1

N
+ λTν(y∗, y∗ + δ + ε1] + λTε1 + 2(εA(N) + εG(N) + εS(N)),

where in the second inequality we used Assumption 2.1(iii) and in the third inequality the fact
that λν[0, y∗] = µ. Note that ε1 > 0 can be chosen arbitrarily small. Hence taking δ, ε1 > 0
small and using Assumption 2.2, we see that for large N ,{

sup
t∈[0,T ]

1

N
QN

t [CN (t), FN (t)) > ε
}
⊂ (ΩS(N) ∩ΩG(N) ∩ΩA(N) ∩ΩF,δ)

c.

Hence (3.21) follows using (3.1),(3.2), (3.7) and Lemma 3.3.
Now to complete the proof it is enough to see that the following holds:

sup
[0,T ]

1

N
QN

t ({FN (t)}) ≤ sup
[0,T ]

1

N
HN

t ({FN (t)}) → 0 in probability,

as N → ∞,where we use Lemma 3.2 and Assumption 2.3(i) for the last claim. 2

The following lemma plays a key role in our analysis. In Lemma 3.4 we have seen that the
lead time tends to coincide with the frontier asymptotically. Therefore it is likely that there
is hardly any reneging when the frontier is away from zero. The following lemma establishes
this fact.

Lemma 3.5 Let T > 0 be given. Then for any ε, δ > 0 , we have

lim
N→∞

P
( 1

N

∫ T

0
I{FN (s)>δ}dR

N (s) ≥ ε
)
= 0.

Proof: We define excursion times as follows:

σN1 = inf{t ≥ 0 : FN (s) ≥ δ} ∧ T,
σ̃Ni = inf{s ≥ σNi : FN (s) ≤ δ/2} ∧ T,
σNi = inf{s ≥ σ̃Ni−1 : FN (s) ≥ δ} ∧ T, i ≥ 2.

Recall H(·, ·),HN from (2.8), (3.14). From Lemma 3.2, we obtain a sequence {εH(N)}
with εH(N) → 0 as N → ∞, such that

P
(
sup
a∈R+

sup
f∈{ICa ,IC̄a

}
sup

t∈[0,T ]

∣∣∣ 1
N

⟨f,HN
t ⟩ −H(a, t)

∣∣∣ ≤ εH(N)
)
≥ 1− εH(N). (3.25)
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Denote

ΩH(N) = { sup
a∈R+

sup
f∈{ICa ,IC̄a

}
sup

t∈[0,T ]
| 1
N

⟨f,HN
t ⟩ −H(a, t)| ≤ εH(N)}. (3.26)

We divide the proof to the following two cases.
Case 1: σN1 = T . On ΩH(N), since σN1 = T ,

1

N

∫ T

0
I{FN (s)>δ}dR

N (s) ≤ 1

N
(RN (T )−RN (T−))

≤ 1

N
QN

0 ({T}) + 1

N

EN (T )∑
i=1

ILN
i (T ){0}

=
1

N
HN

T ({0})

=
1

N
⟨IC̄0

,HN
T ⟩ − 1

N
⟨IC0 ,HN

T ⟩ ≤ 2εH(N),

where the second inequality follows from the continuity at 0 of a 7→ H(a, T ) (see the discussion
after Remark 2.1). Hence for all N large, on ΩH(N), we have

1

N

∫ T

0
I{FN (s)>δ}dR

N (s) ≤ 2εH(N) <
ε

2
. (3.27)

Case 2: σN1 < T . Note that FN (·) decreases continuously at a unit rate in between successive
jumps, and always jumps upwards. We therefore have (σ̃Ni −σNi ) ≥ δ/2 and for all i, FN (σ̃Ni ) =
δ/2, FN (σNi ) ≥ δ and finally, FN (s) < δ for s ∈ [σ̃Ni , σ

N
i+1). This implies that i runs over a

finite set of integers. In fact, max{i : σNi ≤ T} ≤ 2T
δ . Also I{FN (σN

i )>δ}(R
N (σNi )−RN (σNi −))

is positive only if at time σNi one of the customers abandons the system and FN (σNi ) > δ
holds. We shall show that this can happen only on a set of negligible measure. Now

1

N

∫ T

0
I{FN (s)>δ}dR

N (s) ≤ 1

N

∑
i

∫
[σN

i ,σ̃N
i ]
dRN (s)

=
∑
i

1

N
(RN (σNi )−RN (σNi −)) +

∑
i

1

N
(RN (σ̃Ni )−RN (σNi )).

(3.28)

Let J(δ) be the maximum number of intervals of the form [σNi , σ̃
N
i ] that are subsets of [0, T ].

We have shown above that J(δ) ≤ 2T
δ . Take κ < δ/2 positive. We subdivide each [σNi , σ̃

N
i ]

into intervals of length κ with at most one subinterval of length less than κ. We denote these
intervals by [σNi,j , σ

N
i,j+1] where j varies over suitable number of indices. Let J1(κ) denote the

sum over i of the number of intervals of this form. We note that J1(κ) ≤ 2T
δ (⌊ δ

2κ⌋+1) . Hence
from (3.28), we obtain

1

N

∫ T

0
I{FN (s)>δ}dR

N (s) ≤
∑
i

1

N
(RN (σNi )−RN (σNi −)) +

∑
i,j

1

N
(RN (σNi,j+1)−RN (σNi,j)).

(3.29)
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Now for any fixed i, j we obtain

1

N

(
RN (σNi,j+1)−RN (σNi,j)

)
≤ 1

N
QN

σN
i,j
[CN (σNi,j), F

N (σNi,j)) +
1

N

EN (σN
i,j+1)∑

i=EN (σN
i,j)

ILN
i (σN

i,j+1)
(−κ, 0].

To see that the above holds it is enough to count the number of customers who can loose their
patience in the time interval (σNi,j , σ

N
i,j+1]. We have (σNi,j+1−σNi,j) ≤ κ < FN (σNi,j) as F

N ≥ δ/2

on [σNi , σ̃
N
i ]. Therefore customers who were in the queue at time σNi,j with their lead times

greater than FN (σNi,j) can not loose their patience in the interval (σNi,j , σ
N
i,j+1]. The rightmost

term above counts the number of possible new customers who can renege the system. Hence
for large N , on ΩA(N) ∩ΩG(N),

1

N
(RN (σNi,j+1)−RN (σNi,j)) ≤ sup

[0,T ]

1

N
QN

t [CN (t), FN (t))

+ λ(σNi,j+1 − σNi,j)ν
N [0, κ] + 2(εA(N) + εG(N))

≤ sup
[0,T ]

1

N
QN

t [CN (t), FN (t))

+ λ(σNi,j+1 − σNi,j)(ν[0, κ+ ε1] + ε1) + 2(εA(N) + εG(N)),

where in the last line we use (3.8) for some ε1 > 0. Hence from (3.29) we have, on ΩA(N) ∩
ΩG(N) ∩ΩH(N),

1

N

∫ T

0
I{FN (s)>δ}dR

N (s) ≤ 2J(δ)εH(N) + J1(κ)
[
sup
[0,T ]

1

N
QN

t [CN (t), FN (t)) + 2(εA(N)

+ εG(N))
]
+ λTν[0, κ+ ε1] + λTε1, (3.30)

where the first sum in (3.29) is estimated as in case 1. We next use Lemma 3.4 to get a
sequence {εCF (N)}, εCF (N) → 0 as N → ∞, satisfying

P
(
sup
[0,T ]

1

N
QN

t [CN (t), FN (t)] ≤ εCF (N)
)
≥ 1− εCF (N).

Denote

ΩCF (N) = {sup
[0,T ]

1

N
QN

t [CN (t), FN (t)) ≤ εCF (N)}. (3.31)

To conclude we now choose first κ, ε1 small enough so as to match the last two terms from
(3.30) and then N large so that on ΩA(N) ∩ΩG(N) ∩ΩH(N) ∩ΩCF (N), from (3.30),

1

N

∫ T

0
I{FN (s)>δ}dR

N (s) ≤ ε

4
. (3.32)

Hence the proof follows from (3.27) and (3.32) by observing that P(ΩH(N)∩ΩA(N)∩ΩG(N)∩
ΩCF (N)) → 1 as N → ∞. 2

The next result shows that under Assumption 2.3, the system will remain busy with high
probability if λ ≥ µ.
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Lemma 3.6 Let Assumption 2.3 hold. Fix T > 0. Then for λ ≥ µ we have

lim inf
N→∞

P( inf
t∈[0,T ]

1

N
QN (t) > 0) = 1.

Proof: Since 1
NQ

N (0) ⇒ Q(0) and Q(0) > 0, we have lim infN→∞ P( 1
NQ

N (0) ≥ ∆) = 1 where
2∆ = Q(0). Denote

Ω∆(N) = { 1

N
QN (0) ≥ ∆}. (3.33)

Choose 0 < δ < ∆
2 . Define

τ̄N = inf
{
t ≥ 0 :

1

N
QN (t) = 0

}
and σ̄N = sup

{
t ≤ τ̄N ∧ T :

1

N
QN (t) ≥ δ

}
.

By definition 1
NQ

N (t) ≤ δ for t ∈ (σ̄N , τ̄N ∧ T ]. It is easy to see that 0 < σ̄N ≤ τ̄N ∧ T , on
Ω∆(N). Recall ΩH(N) from (3.25). Then

| 1
N
Q(σ̄N )− 1

N
Q(σ̄N−)| ≤ 1

N

(
1 +QN

σ̄N−({0})
)
,

where the r.h.s. denotes maximum number of customers who can leave at time σ̄N . Therefore
on ΩH(N), for large N , we have

| 1
N
Q(σ̄N )− 1

N
Q(σ̄N−)| ≤ 1

N

(
1 +HN

σ̄N−({0})
)
≤ 1

N
+ 2εH(N) <

δ

2
.

Hence for N large, on Ω∆(N)∩ΩH(N)∩{τ̄N ≤ T}, we have 0 < σ̄N < τ̄N and 1
NQ

N (σ̄N ) ≥ δ
2 .

Now we prove that if min[0,t]Q
N (s) > 0, then for a ≥ 0,

QN
t ((FN (t) ∨ a,∞)) = HN

t ((FN (t) ∨ a,∞)). (3.34)

It is easy to see that the r.h.s. is bigger than the l.h.s. For the other inequality, consider any
customer (say i-th) that has arrived before time t, with lead time at time t, that is greater
that FN (t) ∨ a. We show that the customer is still in queue. Since FN (t) ≥ FN (s) − t + s
for all 0 ≤ s ≤ t, by definition of FN (·) the i-th customer has never become a head-in-the-line
customer in [0, t]. Hence the possible ways in which this i-th customer may not be present in
the l.h.s. are as follows: (a) at some time s ≤ t, the server finishes a job and the i-th customer
arrives with deadline less than CN (s−) and directly goes into service, (b) at some time s ≤ t,
the server finishes a job and a customer reneges the queue. If the i-th customer is next to the
head-in-the-line, then he goes into service without even being the head-in-line. In both cases,
it is easy to see that CN (s) is bigger than the lead time of customer-i at the time s. Thus
FN (s) is bigger than the lead time of the i−th customer at time s. But this is contradicting
the fact that the lead time of customer-i at time t is bigger than FN (t). This proves claim
(3.34).

Hence for any t < τ̄N , QN (t) > 0 ⇒ FN (t) > 0, and (by (3.34))

QN
t ((FN (t),∞)) = HN

t ((FN (t),∞)) = QN
0 ((t+ FN (t),∞)) +

EN (t)∑
i=1

ILi(t)(F
N (t),∞).
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Note that min[0,T ]H(0, t) > 2ε for some ε > 0. Therefore on ΩH(N), for large N ,

1

N
HN (t)((0,∞)) ≥ ε.

Choose δ > 0 small enough so that δ < ε/2. Hence on ΩH(N) ∩ Ω∆(N), for N large and
t ∈ [σ̄N , τ̄N ∧ T ),

1

N
QN (t) ≤ δ <

1

N
HN (t)((0,∞))− δ =

1

N
HN

t ((0, FN (t)]) +
1

N
HN

t ((FN (t),∞))− δ

=
1

N
HN

t ((0, FN (t)]) +
1

N
QN

t ((FN (t),∞))− δ.

Hence
1

N
HN

t ((0, FN (t)]) > δ,

and thus

2εH(N) +Q0(t, F
N (t) + t] + λ

∫ t

0
ν(t− s, FN (t) + t− s]ds ≥ δ.

Using the continuity of H we see that inf{x ∈ R+ : inf [0,T ](Q0(t, x+ t] + λ
∫ t
0 ν(t− s, x+ t−

s]ds) ≥ δ/2} > 0. Therefore we can choose δ1 ∈ (0, δ/2), depending on the lower bound of the
above infimum, such that

Q0(t, x+ t] + λ

∫ t

0
ν(t− s, x+ t− s]ds ≥ δ/2 implies x > δ1,

and thus for all N large, on ΩH(N) ∩Ω∆(N), for t ∈ [σ̄N , τ̄N ∧ T ),
1

N
QN (t) ≤ δ ⇒ FN (t) > δ1.

Again by definition of FN , we see that FN (t) > δ1 on [σ̄N , τ̄N ∧T ) implies that FN (τ̄N ∧T ) ≥
δ1. Therefore on ΩH(N) ∩Ω∆(N), for N large, we have

RN (τ̄N ∧ T )−RN (σ̄N ) =

∫ τ̄N∧T

σ̄N

I{ 1
N
QN (s)≤δ}dR

N (s) ≤
∫ τ̄N∧T

σ̄N

I{FN (s)>δ1}dR
N (s). (3.35)

We denote the complement of the event in Lemma 3.5 by ΩRF (N) for ε = δ
4 , δ = δ1. Then

P(ΩRF (N)) → 1 as N → ∞ and on ΩRF (N) ∩ΩH(N) ∩Ω∆(N),

1

N
(RN (τ̄N ∧ T )−RN (σ̄N )) ≤ δ

4
. (3.36)

Now we consider the equations on [σ̄N , τ̄N ∧ T ] for large N , on the event ΩRF (N) ∩ΩA(N) ∩
ΩS(N) ∩ΩH(N) ∩Ω∆(N) ∩ {τ̄N ≤ T}, i.e.,

0 =
1

N
QN (τ̄N ) =

1

N
QN (σ̄N ) +

1

N
EN (σ̄N , τ̄N ]− 1

N
DN (σ̄N , τ̄N ]− 1

N
(RN (τ̄N )−RN (σ̄N ))

≥ δ

2
− 2εA(N) + λ(τ̄N − σ̄N )− 2εS(N)− µ(τ̄N − σ̄N )− δ

4

≥ δ

4
− 2(εA(N) + εS(N)),
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where in the last line we have used the fact λ ≥ µ . But this is a contradiction for all N large

enough. Hence our required event {τ̄N ≤ T} lies in
(
ΩT (N) ∩ ΩA(N) ∩ ΩS(N) ∩ ΩH(N) ∩

Ω∆(N)
)c
. Hence the proof. 2

Corollary 3.1 Let λ ≥ µ. For any T, ε > 0,

lim
N→∞

P
(
sup
a∈R+

sup
[0,T ]

∣∣∣ 1
N

QN
t ((FN (t) ∨ a,∞))−H(FN (t) ∨ a, t)

∣∣∣ ≥ ε
)
= 0.

Proof: If inf [0,T ]
1
NQ

N (t) > 0, then 1
NQN

t ((FN (t) ∨ a,∞)) = 1
NHN

t ((FN (t) ∨ a,∞))(3.34).
Hence the proof follows using Lemma 3.2 and Lemma 3.6. 2

Before we go to prove the convergence results for the queue length, let us define, for given
δ > 0,

RN,δ
1 (t) =

∫ t

0
I{ 1

N
QN (s)< 1

N
HN (0,s)−δ}dR

N (s) and RN,δ
2 (t) =

∫ t

0
I{ 1

N
QN (s)≥ 1

N
HN (0,s)−δ}dR

N (s),

where HN (a, s) = HN
s ((a,∞)) for a ≥ 0. Therefore for all δ > 0, RN = RN,δ

1 +RN,δ
2 .

Lemma 3.7 Let λ ≥ µ. For any given ε, δ > 0, we have limN→∞ P(sup[0,T ]
1
NR

N,δ
1 (t) ≥ ε) =

0.

Proof: Using the same argument as in Lemma 3.6, we see that on {inf [0,T ]
1
NQ

N (t) > 0} ∩
ΩH(N), for all N large,

1

N
QN (s) <

1

N
HN (0, s)− δ implies FN (s) ≥ δ1,

for s ∈ [0, T ] and some δ1 > 0. Hence the proof follows using Lemma 3.5 and Lemma 3.6. 2

3.1 Proofs for the case λ ≥ µ

Now we give a proof of Theorem 2.1.
Proof of Theorem 2.1: It is enough to show that for any positive T, ε,

lim
N→∞

P
(
sup
[0,T ]

∣∣∣ 1
N
QN (t)− ϕ(t)

∣∣∣ ≥ ε
)
= 0, (3.37)

lim
N→∞

P
(
sup
[0,T ]

∣∣∣ 1
N
RN (t)− η(t)

∣∣∣ ≥ ε
)
= 0. (3.38)

Denote ΩQ(N) = {inf [0,T ]
1
NQ

N (t) > 0}. We know from Lemma 3.6 that

lim
N→∞

P(ΩQ(N)) = 1.

Hence from (2.3) and (2.4) we have on ΩQ(N) that for any δ > 0,

1

N
QN (t) =

1

N
QN (0) + ĒN (t)− S̄N (t)− 1

N
RN,δ

1 (t)− 1

N
RN,δ

2 (t),
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and hence

1

N
QN (t)− 1

N
HN (0, t) + δ =

1

N
QN (0)− 1

N
HN (0, t) + δ + ĒN (t)− S̄N (t)

− 1

N
RN,δ

1 (t)− 1

N
RN,δ

2 (t),

implying

−
( 1

N
QN (t)− 1

N
HN (0, t) + δ

)−
= −

( 1

N
QN (t)− 1

N
HN (0, t) + δ

)+
+

1

N
QN (0)

− 1

N
HN (0, t) + δ + ĒN (t)− S̄N (t)

− 1

N
RN,δ

1 (t)− 1

N
RN,δ

2 (t). (3.39)

Define

Y N,δ(t) = −
( 1

N
QN (t)− 1

N
HN (0, t) + δ

)−
,

XN,δ(t) = − 1

N
HN (0, t) + δ −

( 1

N
QN (t)− 1

N
HN (0, t) + δ

)+

+
1

N
QN (0) + ĒN (t)− S̄N (t)− 1

N
RN,δ

1 (t). (3.40)

Hence from (3.39) we get

Y N,δ = XN,δ − 1

N
RN,δ

2 (t), (3.41)

on [0, T ]. We note that Y N,δ ≤ 0 and
∫ ·
0 I{Y N,δ(s)<0}dR

N,δ
2 (s) = 0. Hence Y N,δ is the Skorohod

reflection term of XN,δ in (−∞, 0] (see Definition 2.1). Therefore using the Lipschitz property
of the Skorohod map Γh, h ≡ 0, with Lipschitz constant 2 we have that

sup
[0,T ]

|Y N,δ(t)− ϕ(t) +H(0, t)| ≤ 2 sup
[0,T ]

|XN,δ − ψ(t) +H(0, t)|

≤ 2
[
sup
[0,T ]

∣∣∣ 1
N
QN (0) + ĒN (t)− S̄N (t)− 1

N
HN (0, t)− ψ(t)

+H(0, t)
∣∣∣]+ δ + sup

[0,T ]

( 1

N
RN,δ

1 (t) +
( 1

N
QN (t)− 1

N
HN (0, t) + δ

)+)
≤ 2

[
sup
[0,T ]

∣∣∣ 1
N
QN (0) + ĒN (t)− S̄N (t)− 1

N
HN (0, t)− ψ(t)

+H(0, t)
∣∣∣]+ sup

[0,T ]

1

N
RN,δ

1 (t) + 2δ, (3.42)

where in the second inequality we use (3.40) and for the third inequality we use the fact that
QN (t) ≤ HN (0, t). Using (3.42), on ΩA(N) ∩ ΩS(N) ∩ ΩH(N), and the fact that ψ(t) =
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Q(0) + (λ− µ)t we get

sup
[0,T ]

∣∣∣ 1
N
QN (t)− ϕ(t))

∣∣∣ ≤ sup
[0,T ]

|Y N,δ(t)− ϕ(t) +H(0, t)|+ 2δ + sup
[0,T ]

∣∣∣ 1
N
HN (0, t)−H(0, t)

∣∣∣
≤ 2(εA(N) + εS(N) + 2εH(N)) + 4δ +

∣∣∣ 1
N
QN (0)−Q(0)

∣∣∣
+ sup

[0,T ]

1

N
RN,δ

1 (t).

Hence (3.37) follows by choosing suitable small δ > 0 and applying Assumption 2.3(iii) and
Lemma 3.7.

To prove (3.38) we observe that by (2.3), (2.4) and (2.9) one has

sup
[0,T ]

| 1
N
RN − η| ≤ sup

[0,T ]
| 1
N
QN − ϕ|+ sup

[0,T ]
| 1
N
QN (0) + ĒN −DN − ψ|+ 2

N
,

and the middle term on r.h.s. goes to zero using the fact that DN = SN on {infs∈[0,T QN (s) >
0} and using Lemma 3.6. 2

Proof of Theorem 2.2(a): Since QN (t) = QN
t ([CN (t), FN (t)]) + QN

t ((FN (t),∞)), using
(3.20) and Corollary 3.1, we see that 1

NQ
N (·)−H(FN (·), ·) ⇒ 0 as N → ∞. Hence applying

Theorem 2.1 we obtain that H(FN (·), ·) ⇒ ϕ(·) as N → ∞. At this point we note that

ϕ(t) ≥ Q(0) ∧
(
mint∈[0,∞)H(0, t)

)
(= δ1 say) where we use the non-decreasing property of ψ.

Hence P(inf [0,T ]H(FN (t), t) ≥ δ1/2) → 1 as N → ∞.

We note that χ, defined in (2.10), may have singularity at 0 if ymax ∨ y0max = ∞. Thus χ
is not a suitable function to be used in the continuous mapping theorem. Therefore we define

χ̃(x, t) =

{
χ(x, t) for x ≥ δ1/4, t ≥ 0,
χ(δ1/4, t) otherwise.

By definition, χ̃(ϕ(·), ·) = χ(ϕ(·), ·). Now we prove that χ̃ is a continuous function. Let
(xn, tn) → (x, t) ∈ R+ × [0, T ] and χ̃(xn, tn) = yn. We show that yn → y = χ̃(x, t) as n → ∞.
χ being monotonically decreasing in x, we have yn ∈ [0, χ(δ1/4, tn)]. Again sup[0,T ] χ̃(δ1/4, t) <
∞. Otherwise, if zn = χ̃(δ1/4, sn) → ∞ for some sequence {sn} ⊂ [0, T ], we have 0 < δ1/4 =
H(zn, sn) → 0 which is a contradiction. This implied that {yn} is bounded and hence have a
subsequence, denoted again by {yn}, converging to y0. We need to show that y0 = y.

Case 1: x ≥ H(0, t) and so y = 0. For the subsequence satisfying xn ≥ H(0, tn) , we have
yn = 0 and the convergence is trivial. Hence we consider the subsequence for which xn ∈
(δ1/4,H(0, tn)). Then H(yn, tn) = xn → H(0, t). By the convergence of {yn}, H(y0, t) =
H(0, t) and y0 ∈ [0, χ(δ1/4, t)]. Hence by strict monotonicity of H(·, t), y0 = 0. Similar
argument holds for the case when x ≤ δ1/4.

Case 2: x ∈ (δ1/4,H(0, t)) and xn ∈ (δ1/4,H(0, tn)). Hence xn = H(yn, tn) → x = H(y, t).
Using continuity of H, we obtain H(y0, t) = H(y, t) and y ∈ [0, χ(δ1/4, t)]. This implies y = y0.
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Define a map Ψ : DR+([0,∞)) → DR+([0,∞)) by Ψ(ζ)(t) = χ̃(ζ(t), t). It is easy to see that
Ψ is continuous. Hence applying the continuous mapping theorem, we have Ψ(H(FN (·), ·)) ⇒
F as N → ∞ and F (t) = χ(ϕ(t), t). To complete the proof it is enough to show that
sup[0,T ] |Ψ(H(FN (t), t)) − FN (t)| → 0 in probability as N → ∞. But this is obvious as

on {inf [0,T ]H(FN (t), t) ≥ δ1/2} and {inf [0,T ]
1
NQ

N (t) > 0}, we have

Ψ(H(FN (t), t)) = χ̃(H(FN (t), t), t) = FN (t).

For general y0min, we note that by Assumption 2.3, y0,min ≤ y∗. Hence for any κ > 0,
χ̃(·, ·) is continuous on [κ, T ] for any κ > 0. Therefore FN ⇒ F on [κ, T ]. 2

Now we give the proof of our main result Theorem 2.2(b).

Proof of Theorem 2.2(b): For (x, t) ∈ R+ × R+, define a measure G(x, t) by

G(x, t)(B) = Q0(B ∩ [x,∞) + t) + λ

∫ t

0
⟨I{B∩[x,∞)+t−s}, ν⟩ds, (3.43)

for B ∈ B(R+). From Lemma 3.4 and Corollary 3.1 we get that

sup
a∈R+

sup
[0,T ]

∣∣∣ 1
N

QN
t (a,∞)− G(FN (t), t)(a,∞)

∣∣∣ → 0

in probability. By our assumption on Q0 and ν, G : R+ × R+ → M is a continuous map. To
see this first we observe that for any x ∈ R+ we have

lim
ϵ→0

∫ T

0
ν([x− ϵ+ s, x+ ϵ+ s])ds =

∫ T

0
ν({x+ s})ds = 0,

where we used the dominated convergence theorem and then fact that ν has only countably
many atoms. Therefore if (xn, tn) → (x, t) then for any f ∈ Cb(R+)

⟨f,G(xn, tn)⟩ =
∫
[xn+tn,∞)

f(y − tn)Q0(dy) +

∫ tn

0

∫
[xn+tn−s,∞)

f(y − tn + s)ν(dy)ds

=

∫
[xn+tn,∞)

f(y − tn)Q0(dy) +

∫ tn

0

∫
[xn+s,∞)

f(y − s)ν(dy)ds

→
∫
[x+t,∞)

f(y − t)Q0(dy) +

∫ t

0

∫
[x+s,∞)

f(y − s)ν(dy)ds

=

∫
[x+t,∞)

f(y − t)Q0(dy) +

∫ t

0

∫
[x+t−s,∞)

f(y − t+ s)ν(dy)ds = ⟨f,G(x, t)⟩

as n→ ∞. Hence (FN (·), ·) ⇒ (F (·), ·) implies that G(FN (·), ·) ⇒ G(F (·), ·) as N → ∞. F (·)
being continuous we in fact have, supa∈R+

sup[0,T ] |G(F (t), t)(a,∞) − G(FN (t), t)(a,∞)| → 0
in probability as N → ∞. Hence

sup
a∈R+

sup
[0,T ]

∣∣∣ 1
N

QN
t (a,∞)− G(F (t), t)(a,∞)

∣∣∣ → 0 in probability,

as N → ∞. Since G(F (·), ·) is continuous and non-atomic, it is easy to see that

sup
[0,T ]

ρ
( 1

N
QN

t ,G(F (t), t)
)
→ 0 in probability,

as N → ∞. Hence the proof follows. 2
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3.2 Proof for the case λ < µ

In this section we give the proof for the sub-critical case.
Proof of Theorem 2.3: To prove the theorem it is enough to show that for any T, ε > 0,

lim
N→∞

P
(
sup
[0,T ]

|Q̄N (s)− ϕ̄(s)| > ε
)
= 0, (3.44)

where Q̄N = 1
NQ

N . Recall time τ̄N from Lemma 3.6,

τ̄N = inf{t ≥ 0 : Q̄N (t) = 0}.

Since the system observes a busy period in [0, τN ), for any ε1, δ we have

lim
N→∞

P
(

sup
[0,T̄∧τN ]

1

N
RN,δ

1 (s) ≥ ε1

)
= 0. (3.45)

Following the same calculations as in Theorem 2.1, we have on ΩA(N) ∩ΩS(N) ∩ΩH(N),

sup
[0,T̄∧τN ]

|Q̄N (s)− ϕ(s)| ≤

2(εA(N) + εS(N) + εH(N)) + 4δ|Q̄N (0)−Q(0)|+ sup
[0,T∧τN ]

1

N
RN,δ

1 (s).

Recall that T̄ is the time when ϕ hits 0 for the first time. Without loss of generality we
can assume that T̄ ≤ T . Otherwise the proof become obvious using the above inequality as
P(τN > T ) → 1. Thus we assume T̄ ≤ T . Choose δ̄ > 0 such that ϕ(T̄ − δ̄) = ε/4 ∧Q(0) and
ϕ̄(s) ≤ ε/4 for s ≥ T̄ − δ̄ . Now using the above inequality we can find events ΩQ,ϕ(N) and a
sequence {εQ,ϕ(N)}, εQ,ϕ(N) → 0, such that P(Ω̃Q,ϕ(N)) ≥ 1− εQ,ϕ(N), and on ΩQ,ϕ(N)

sup
[0,T̄∧τN ]

|Q̄N (s)− ϕ(s)| ≤ εQ,ϕ(N), (3.46)

This implies that on ΩQ,ϕ(N), τN > T̄ − δ̄ for N large. Again on ΩQ,ϕ(N), for large N we
have Q̄N (T̄ − δ̄) ≤ 3

8ε. Hence for s, t ∈ [T̄ − δ̄, T ], if (s, t] is a busy period, then

Q̄N (t) ≤ Q̄N (s) + ĒN (s, t]− D̄N (s, t]− (R̄N (t)− R̄N (s))

≤ Q̄N (s) + 2(εA(N) + εS(N)) + λ(t− s)− µ

∫ t

s
IX̄N (u)>0du, (3.47)

on ΩA(N) ∩ ΩS(N), where in the last inequality we use the monotone property of RN (·).
Thus if we choose N large so that 2(εA(N) + εS(N)) < ε/8, then sup[T̄−δ̄,T ] Q̄

N ≤ ε/2 on

ΩA(N) ∩ ΩS(N) ∩ ΩQ,ϕ(N). To see this observe that if there is an interval [s, t] ⊂ [T̄ − δ̄, T ]
so that Q̄N (s) ≤ 3ε/8, Q̄N (t) > ε/2 and Q̄N > 0 on (s, t], we shall have a contradiction from
(3.47) as λ < µ.

Hence on ΩA(N) ∩ΩS(N) ∩ΩQ,ϕ(N),

sup
[0,T ]

|Q̄N (s)− ϕ̄(s)| ≤ sup
[0,T̄−δ̄]

|Q̄N (s)− ϕ̄(s)|+ sup
[T̄−δ̄,T ]

|Q̄N (s)− ϕ̄(s)|

≤ ε/8 + ε/2 + ε/4 < ε,

where in the last inequality we used (3.46). Hence the proof. 2
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