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A WEAK FORMULATION OF FREE BOUNDARY PROBLEMS AND ITS
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A weak formulation for a class of parabolic free boundary problems
(FBP) is proposed that does not involve the notion of a free boundary but
reduces to a FBP when classical solutions exist. It is aimed at hydrody-
namic limits (HDL) of particle systems with selection in circumstances where
the macroscopic model does not possess (or is hard to prove to possess) a
regular free boundary in the classical sense. The formulation involves the
macroscopic density of particles and a measure that accounts for selection.
It consists of a second- order parabolic equation satisfied by the density and
driven by the measure, coupled with a complementarity condition satisfied by
the density-measure pair. The approach is applied to an injection-branching-
selection particle system of diffusion on R under arbitrarily varying injection
and removal rates, for which the corresponding FBP is not in general known
to be classically solvable. The HDL is characterized as the unique solution to
the weak formulation. The proof of convergence is based on PDE uniqueness,
which in turn relies on the barrier method.

1. Introduction.

1.1. Background and motivation. In particle systems with spatial selection, particles liv-
ing in R undergo motion, branching or injection and selection. The last term refers to keeping
the population size constant by removing, upon appearance of a new particle, the particle
whose position is smallest among all particles (henceforth, the leftmost particle). The first
such systems were proposed in [6, 7] as models for natural selection in the evolution of a
population, where the position of a particle represents the degree of fitness of an individual
to its environment. A series of papers culminating in the monograph [10] studied a variety
of related models motivated by particles interacting topologically (since, macroscopically,
removals occur at the boundary of the configuration) and by particle systems in contact with
current reservoirs. At the hydrodynamic limit (HDL), these models give rise to free boundary
problems (FBP). Rigorously establishing the HDL-FBP relation requires control over regu-
larity of the free boundary (such as C! or sometimes C). We are motivated by questions of
characterizing HDL by PDE in cases where existing techniques might fall short of yielding
free boundary regularity. This may happen, in particular, when the constant population size
assumption is dropped and injection and removal rates vary at the macroscopic scale. The
first goal of this paper is to introduce a weak formulation of FBP that does not involve the
notion of a free boundary, and at the same time reduces to a classical FBP when classical
solutions exist.

To put these questions in context, consider the N-particle branching Brownian motion
(N-BBM) in dimension 1, first studied in [23], which consists of N particles performing
Brownian motion (BM) independently, each branching into two at rate 1. When branching
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occurs, the leftmost particle in the configuration is removed. The initial particle positions
are drawn independently according to a probability measure &. Let StN =Y 0x;() denote
the configuration measure at time ¢, where X; (¢) are the locations of the N particles alive at
time 7. Here and throughout, d, denotes the Dirac measure at x. Throughout, the bar notation
stands for normalization by N; in particular, EtN =N *létN . The corresponding FBP is to find
a pair (u, £), £ € C((0,00) : R), u € C(R x (0,00) :[0,00) NC> ({(x,1) 1t >0,x > £;})
such that

1.,
atu—iaxuzu, x> 4,

u= 0, x =< eta
u(x,t)ydx — &(dx), weaklyast |0,

/ u(x,t)dx =1.
R

(1.1

It was shown in [12] (for &y possessing a density) that the process étN has a deterministic
limit, characterized in terms of barriers (see Section 3). Under the assumption that (1.1) has
a classical solution and that the free boundary ¢ is C!, it was further shown that the limit
process has a density given by the unique solution to (1.1). In [4], it was then shown, for
general £, that (1.1) has a unique classical solution and that the limit of £V has a density
given by u (with £ only in C). In [10], a model we will refer to as the injection-selection
model was studied, in which a collection of N Brownian particles living in R and reflecting
at the origin, is subject to injection of new particles at the origin, at times determined by a
rate-co N exponential clock, cg > 0 a constant. Upon each injection, the rightmost particle is
removed (i.e., the one whose location on R is greatest). The corresponding FBP is to find
(u, £) such that

1 2
3114—53);’4:0’ 0<x <4,
u :0, X Z E )
(1.2) 1 1 t
—EBXM(O, t):_iaxu(gtvt):CO?
M(', O)ZMO,

with ug an initial density. It is shown there that the HDL exists and possesses a density.
Moreover, to overcome questions of regularity of the free boundary, a weak formulation of
solutions to (1.2) is proposed there, defined via approximations by local classical solutions,
and it is proved that such a solution uniquely exists and is equal to the aforementioned HDL
density (see Section 1.3 for more details).

The context in which the weak formulation is presented, in Section 1.2 below, is an
injection-branching-selection system of diffusion processes on R, which extends both the
aforementioned ones (except the minor detail that, in [10], particles live in R ). In this model,
the mass conservation condition is abandoned, and the rates of injection and removal of mass
may vary. Such a perturbation has dramatic consequences on the macroscopic model to the
extent that they may lead to high degree of free boundary irregularity (see Remark 2.6). It is
not clear whether the current toolboxes of either the classical solution approach of [4] or the
weak solution approach of [10] can potentially cover such scenarios. We will show that the
weak formulation introduced here does.

Our second goal has to do with the applicability of the PDE uniqueness approach to study-
ing HDL, which consists of showing that all limit laws are supported on solutions to a PDE
that possesses a unique solution. The use of this approach has been missing from the litera-
ture on the subject, precisely due to difficulties regarding free boundary regularity; we refer
to [11] for a discussion of this point. We will show that the weak formulation fills this gap at
least insofar as the injection-branching-selection model is concerned.
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1.2. Injection-branching-selection and weak formulation. A brief description of the
model is as follows. Brownian particles on the line, whose initial number is N, branch at
rate x > 0. In addition, injections occur according to a given point process, and removals oc-
cur at the left edge, with their number up to time ¢ denoted by J,N . The space-time injection
and removal locations are denoted by INJ lN and REMIN , 1 € N, respectively, and are encoded
in random measures on R x R, namely

(1.3)  aVdx,dn =) opgy(dx.d),  pY(dx,dn) =) Sppyy(dx. dr).
ieN ieN

Our scaling assumption is that (é N ogN N ) = (%0, o, J) in probability, where the latter is
a deterministic tuple, and J is absolutely continuous, nondecreasing and null at zero (recall
that the bar notation stands for normalization by N).

We can now provide a formal derivation of a PDE formulation that does not involve a free
boundary. The fact that the removal mechanism acts on the leftmost particle of the configu-
ration can be expressed as a condition on (£, V), namely

(1.4) BN ({(x,1) eRx Ry :EN (—00,x) > 0}) =0.

A key point is that BV plays an additional role in the model, namely it drives the dynamics.
Let us assume that in some sense (€Y, BV) — (&, B) as N — oo, and moreover, that & has a
density u(-, ¢) for each ¢. Then the macroscopic dynamics should satisfy

1.5
oru — Eaxu —ku=o—p.
Thus, one is led to the following problem formulation. Let data (&g, ¢, J) be given. Denote
I; = a(R x [0, t]). Assume that the macroscopic total mass remains positive, namely that if
my=1+4« fé msds + I; — J; then m; > O for all ¢. Find (u, 8), u nonnegative, such that

a,u—iafu—/cuza—ﬂ,

(1.5) BWU >0)=0 where U(x,t):/x u(y,t)dy,
B(R x [0,1]) = Jp,
u(-,0) = .

The precise definition of solutions to a second-order parabolic equation with measure-valued
right-hand side and measure initial condition is given in Section 2. We will refer to this as the
weak FBP formulation, and to the condition 8(U > 0) = 0 as the complementarity condition.
Our main result, Theorem 2.5, states that, under mild assumptions on « and J, there exists
a unique solution (u#, 8) to (1.5) and, moreover, (5 N, ,B_ Ny > (¢,B) in probability, where
&(dx) = u(x,t)dx. The result is stated in a broader set up in which the particles follow
a diffusion process on the line. To recapitulate, this formulation circumvents the nontrivial
obstacle of determining conditions for existence of a free boundary as a regular trajectory and
related convergence issues and, moreover, makes it possible to argue via PDE uniqueness.

1.3. Related work. Particle systems with selection and related models. A model for mo-
tionless nonlocally branching particles with selection was studied in [16], and its HDL was
proved to be given in terms of an integrodifferential FBP. HDL for a model that involves in-
jection and selection was studied in [9], where particles perform random walks on [0, N]NZ.
A variant of the N-BBM, in which branching is nonlocal, was studied in [13], where the HDL
was proved to exist with explicit bounds on the rates. The characterization of the limit as the
solution of a FBP was also proved conditionally on existence of a classical solution to the
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latter, but existence is not known in general. N-BBM in higher dimension with a radially
symmetric fitness function was studied in [2, 3]. Recently, in [20], the HDL of a system of
Brownian particles with selection was characterized via the inverse first-passage time prob-
lem.

There are both formal and rigorous relations between FBP (1.1) and (1.2) and the Stefan
FBP [2, 10]. The latter was obtained as limits of variants of the symmetric simple exclusion
process (SSEP) in [21, 22], as well as the limit of interacting diffusions with rank-dependent
drift in [8]. In [11], a SSEP with birth of the leftmost hole and death of the rightmost particle
was considered, and convergence at the hydrodynamic scale was proved; the question of a
rigorous connection to a FBP was left open.

In addition to proving HDL, some of the aforementioned papers have studied the long
time behavior of the macroscopic dynamics and the interchange of the N and the ¢ limits
[2, 3, 10-12, 16].

On earlier weak formulations. Relaxed solutions to (1.2) were proposed in [10], defined by
the limit of a sequence of classical solutions to FBP with perturbed data, as the perturbation
size tends to zero. The existence of these classical solutions was proved via local existence to
the Stefan problem with piecewise C! free boundary. To the best of our knowledge, this idea
has been implemented only for the model studied in [10], where injection and removal rates
are constant. The paper [14] introduced a probabilistic reformulation of the Stefan FBP and
used it to define solutions beyond singularities, known to occur in the supercooled case of the
problem. While the equations are related, this formulation does not directly apply to the FBP
considered here.

On the barrier method. The use of barriers was introduced into the subject in [9] and [11]
(for particle systems with topological interaction, and, respectively, SSEP with free bound-
aries). In this context, barriers are discrete versions of the macroscopic dynamics defined by
a Trotter procedure, that bound below and above solutions to a FBP. They have been used
to obtain uniqueness by showing that there can be at most one element separating all lower
barriers from all upper barriers. Similar ideas have been used at the level of stochastic particle
systems to provide a.s. bounds on particle system dynamics. The use of deterministic barriers
to proving uniqueness of a relaxed FBP solution first appeared in [10]. Variants of the method
have since been used in several papers including [4, 12, 13].

A key to proving that barriers form bounds on FBP solutions is a Feynman—Kac represen-
tation. This tool is missing in the generality at which (1.5) is considered in this paper, for
reasons having to do with the irregularity of the free boundary. Consequently, the structure
of, and argument behind, the (lower) barriers developed here differs from that in the above
references. This issue is discussed in Remark 2.6 and Section 3.3.

1.4. Organization of the paper. In Section 2, the injection-branching-selection model is
constructed, the weak FBP formulation is defined, and the main result, Theorem 2.5, is stated.
The remaining sections provide the proofs. In Section 3, the barrier method is used to prove
PDE uniqueness, starting from properties of mild solutions in Section 3.1, and properties of
operators required for the construction of the barriers in Section 3.2. In Section 3.3, the con-
struction of barriers in earlier work is described, and a sketch of their use in this paper is
provided. The barriers are constructed in Section 3.4 and Section 3.5. The proof of unique-
ness is completed in Section 3.6. The convergence is proved in Section 4, where Section 4.1
studies the measure-valued prelimit process (Lemma 4.1), establishes tightness of &N, M)
(Lemma 4.2) and measurability of limit densities (Lemma 4.3). Section 4.2 shows that the
complementarity condition is preserved under the limit (Lemma 4.4), and finally, Section 4.3
completes the proof of the main result.
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1.5. Notation. Denote by N (respectively, Z. ) the set of positive (respectively, nonneg-
ative) integers. For N e N, [N]:={1,2,..., N}. Let B, (x) ={y € R: ||y — x|| <r}. Denote
by M(R) the space of finite signed Borel measures on R endowed with the topology of
weak convergence. Let M| (R) € M (R) € M(R) denote the subsets of probability, and
respectively positive measures, and give them the inherited topologies. Denote R = [0, c0)
and let Mjo.(R x R ) be the space of signed Borel measures on R x R that are finite on
R x [0, T'] for every T and give it the topology of weak convergence on R x [0, T'] for every
T. Similarly, let M4 1oc(R x R4) C Mo (R x R4) be the subspace of positive measures
with inherited topology. For X =R or R x R, for u € M (X), denote the total mass by
|i| = n(X) and the support by supp w. For w, v € M4 (X), write u C v if u(A) < v(A) for
all measurable A C X.

For u,v € B(R,R) (Borel measurable) and & € M4 (R), denote (u,&) = [ud& and
(u,v) = fuvdx. For &£ € M;(R), u € L1(R) and an interval, say [a, b], use &[a, b] and
ula, b] as shorthand for & ([a, b]) and, respectively, | f udx.

For p € [1, oc], abbreviate L,(R) to L,, and for u € L, denote |[uf, = ||u||Lp. For
p.q €[0,00], let L 1oc(Ry, Ly) denote the linear space of functions from R, to L, that
are p-integrable on [0, T'] for every T, that is, fOT ||u(-,t)||§dt < oo if p € [1,00) and
esssup{flu(-, 1)l : t € [0, T]} < 00 if p = 00, equipped with the corresponding norm. Define
L 10c((0, 00), L) similarly, with [0, T'] replaced by [T7, 721, 0 < T1 < T < 00. A member
u=u(x,t)of Ljoc(Ry,Ly) is said to be a.e. nonnegative if, for a.e. 7, it is nonnegative for
a.e. x.

For (X, dx), a Polish space let C(R, X) and D(R,, X) denote the space of continu-
ous and respectively cadlag paths, endowed with the topology of uniform convergence on
compacts and respectively the Skorohod J; topology. Let CT(R,, R, ) denote the subset
of C(R., R, ) of nondecreasing functions that vanish at zero. For I € CT(R,, R,), denote
by dI; the corresponding Stieltjes measure on R . Denote by ACT (R, Ry) the subset of
C T(RJ’_, R, ) of absolutely continuous functions. For p € (0, 1], let C” (R4, R) denote the
space of p-Holder continuous functions starting at zero. Denote by CZ°(X) the space of
compactly supported smooth functions on X when X =R or R x R;. For f: Ry — X,
denote

w[Tl,TQ](f’ 5) = Sup{dX(f(S)’ f(t)) : Tl <s=<t=< (S +8) N TZ}!

and wr = wyo,7]. For (¥, |- |) anormed space and f : R, — Y, denote
1y =supl|f()| it €[T1, 21} and | flI7 =1flfo.7)-

The term with high probability (w.h.p.) means “away from an N-dependent event whose
probability tends to zero as N — 00.” The symbol ¢ denotes a positive constant whose value
may change from one expression to another.

2. Particle system model, weak formulation and main result.

2.1. Particle system construction. First, we describe the motion that individual particles
perform, namely a diffusion process with coefficients b and c¢ satisfying the following.

ASSUMPTION 2.1. One has b € C!(R) and ¢ € C*(R) with b, ¢ and its derivative ¢’
bounded and ¢ bounded away from zero.

Given a one-dimensional BM B, we will denote by X(x, s, B) the unique strong solution
{X;:t €[s,00)} to the SDE

t t
2.1 Xt=x+/ b(Xg)d@—l—/ «(Xg)dBy, tels,00).
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The particle system, defined on a probability space (2, F, P), is indexed by N, where N
is the initial number of particles. The particles are indexed by the set S = N x Z,, where
particles i = (j, 0) are roots of family trees, and particles i = (j, k), kK > 1 are descendants
of (j,0). Below, items (S.1)—(S.5) list stochastic primitives of the model, and (S.6) states a
condition they satisfy.

S.1 A collection {x!(N):i = ( J»0), j € [N]} of real-valued random variables representing
the initial positions of the particles in the initial configuration. For such i set o/ (N) =0,
expressing the fact that these particles are present in the system at time 0.

S.2 A collection {(x'(N), o' (N)):i =(j,0), j=N+1,N+2,...} of R x (0, 0o)-valued
random variables representing the initial space-time positions of injected particles, or-
dered by injection time, assumed distinct: o Vt1LO(N) < o N+20(N) < ...

S.3 A collection {B’ :i € S} of mutually independent BM, driving the motion of the corre-
sponding particles.

S.4 A collection {r' : i € S} of mutually independent rate-« Poisson processes, where x > 0
is the branching rate, determining the times a living particle gives birth.

S.5 A sequence 0 < nl(N) < nz(N) < --- of removal attempt times.

S.6 The first four stochastic elements (S.1)—(S.4) are mutually independent.

The notation x’ (N), o (N) and ' (N) is henceforth abbreviated to x?, o/ and n’.

The construction based on these primitives in presented momentarily, but first it is help-
ful to clarify two points. First, the reason 5’ are called removal attempt times, not removal
times, is that it is possible that there are no particles in the system when one of these times
occurs, in which case no particle is actually removed (see the 4th bullet below). Second, by
the independence assumption, a.s., no simultaneous introduction of particles (by injection or
birth) can occur after time 0. However, the introduction of a new particle and the removal of
a particle may occur simultaneously, such as when branching and removals are coupled (see
the last bullet below).

The term leftmost particle refers to the particle whose position is lowest among the parti-
cles in the configuration at a given time. Ties are broken according to some fixed ordering of
the labels. A particle is said to be infroduced into the system at a certain time if it is either
injected (as in (S.2)) or born out of a branching event (as is (S.4)).

The construction now proceeds in two steps. First, once the initial space-time position
(xi, ol ) of particle i is determined, its potential trajectory, denoted {Xi,t € [0, 00)}, is
defined by

(2.2) Xi=%x(x',0", B)(t), t=o'.

In the second step, the removal time 7/ of particle i is determined (where oo is possible),
and the actual trajectory the particle follows is obtained by trimming the potential trajectory
at 7.

The particle configuration is defined on (n[ , 17’+1] inductively for [ =0, 1,2, ..., where
n® = 0. The configuration at time 0 is given by X} = x’ for i = (j,0), j € [N]. This gives a
well-defined potential trajectory of each of these particles on [0, co). Next, for [ > 0, given
the configuration during [0, nl ], the construction during (nl , nl“] is described as follows.

During the time interval (', n'*1):

e Each of the particles living at 5’ already has a well-defined potential trajectory. These
particles live through the interval, with their actual trajectories given by their potential
trajectories.

e Each i of the form (j,0) with ¢/ € (nl, nl“) corresponds to an injection during this in-
terval. This determines the injection space-time location (x’, o) of a new particle, and
accordingly its potential trajectory for all # > o. These particles live through the remain-
der interval.
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e If a particle i = (j, k) is alive when ' tlcks it gives birth to a new partlcle at that space-
time location. The new particle gets the label i i = J, k+ 1) where (J, k) is the latest descen-
dant of (j, 0) introduced prior to that time. Again, this determines the potential trajectory,
and the particle lives through the remainder interval.

At the time n'*!

e If there are no particles in the system (i.e., the configuration at time 5’ is empty), nothing
happens. Otherwise:

e If no new particle is introduced at that time then the particle that is leftmost at '+ — is
removed. If the index of this particle is i, then this determines its removal time as 7l = 171 +1

e If a particle is introduced at '*! (by injection or branching), the construction obeys the
rule “introduce and then remove,” and this may cause the new particle to be removed
immediately (i.e., if the injection is to the left of all particles or the branching particle is
the leftmost).

For particles i that never get removed, define 7! = co. The lifetime of particle i is given
by [o', ') (regarded empty if o' = 7' or o' = 00) and its actual trajectory is defined by
{X;: I:telo!, r')}. This completes the construction of the particle system.

Some useful notation is as follows. The set of particles initially in the system, injected and
respectively descendants of a root particle i = (j, 0), are denoted by
SVt [N]x {0}, SV (N+1,N+2,..)x{0}, SVi={(,k):keZ,}.
The set of particles introduced by time ¢ is

SV=lieS:0' <1}

Those injected by time ¢ and respectively descendants of root particle i introduced by time ¢,
are denoted by

(2.3) SN Z gNiniq gN - N N SN
Next, the configuration process is given by
EN(dx) =) i (d) i <y gy

ieS

and clearly its initial condition is
£V (dx)y= ) 6,(dx).
i €SN init

The injection and respectively removal space-time locations are encoded by the random mea-
sures

2.4) aV(dx,dty= Y Oi i (dx,db), BY(dx.dy=" " Oyi y(dx.di).
ieSN.inj i€S:ti<oo "

Let mY = || denote the number of living particles at ¢. Let IV = #StN "™ be the number

of injections by time ¢. Then ItN = oM (R x [0, t]). Moreover, let JtN =#l>1: nl <t}

be the number of removal attempts by ¢. Note that the actual number of removals by ¢ is

BY (R x [0, ¢]). Then JN = BN (R x [0, ¢]) holds on the event {inf;<, mY > 1}.

So far we have not made any assumption on the removal attempt times 1'. We would like
to cover the possibility that removals are coupled with (some of the) injections or branching
events, as well as that they occur independently of each other. Hence we let
(2.5) FN =o{gll,aV (=00, x]1 x [0,5], Bi, 7w, JN : x e R, s €]0,1],i € S},
and supplement (S.1)—(S.6) above with:

S.7 B and 7' are {.EN}—martingales, i €8S, where 7t (t) =7l (t) — «t.
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2.2. Macroscopic data.

DEFINITION 2.2.  An admissible macroscopic data is a deterministic tuple (&g, o, J) sat-
isfying the following conditions, for some pg > 0:

() & e MI(R), @ € M4 1oc(R xRy)and J € ACT (R, Ry)NCP(RL,Ry).
(ii) Denote I; = (R x [0, t]). Then one of the following holds:

1. a(dx,dt) C cdxdl;, some ¢ < 0o. Moreover, I € CT(R+, Ry NCPOR4, Ry).
2. 1 e CT (R4, Ry NCITPO R, RY).

(ii1) Let m denote the solution to
t

(26) m[:1+/(/ mst‘i‘Il—Jl,
0

representing the total macroscopic mass. Then &g := inf;cr, m; > 0.

The stochastic elements oV and ,BN (resp., éév ; & N.IN and JN ) are viewed as random
variables taking values in M joc(R x Ry) (resp., M;(R); D(R4+, M1 (R)); D(R4+, R)).
The assumed structure of the stochastic primitives is as follows (recall that the bar notation
stands for normalization by N).

ASSUMPTION 2.3. As N — o0, (gz-év, al, J_N) — (&0, o, J) in the product topology, in
probability, where the latter is an admissible macroscopic data.

REMARK 2.4. (1) (N-BBM as a special case). In the N-BBM model, branching occurs
at rate 1 per particle, and removal and branching are coupled, so that the number of par-
ticles remains N at all times. Thus, the birth/removal counting process, J %, is Poisson of
rate N. This model satisfies our assumptions: Assumption 2.3 is satisfied with ¢ =0, k =1,
J; =t and (b, ¢) = (0, 1), while condition (S.7) can be seen to hold under the aforemen-
tioned coupling. Next, if one abandons the requirement that births and removals are coupled,
and instead assumes that the removal count J"V and the branching mechanism are mutually
independent, but JV is still Poisson of rate N, then all assumptions are still valid with the
same macroscopic data. This latter version can be extended to allow variable removal rate by
letting / € ACT (R, R, ) and assuming that 2, defined by

t
m,:l—i—/ mgds — J;
0

remains positive at all times. Letting JV be an inhomogeneous Poisson process with instan-
taneous intensity N J; results in a BBM with macroscopic mass m;.

(i) (The model from [10]). Similarly, the injection-selection model of [10], mentioned
in the Introduction, is closely related. In this model, the injections and removals are again
coupled. Consider « = 0, oV a Poisson point process with intensity N7 (dx)codt, where 7
is any probability measure and ¢y > 0 a constant, and JV = IV =« (R x [0, ¢]). Then the
case w = 0p gives the model from [10] except the minor point that the particles live in R
rather than R .

2.3. Weak FBP formulation and main result. First, we recall the notion of second-order
parabolic equations with a measure-valued right-hand side. Let a = %cz and

(2.7) Lo=0ad2p+bd,0+rp,  L'u=0d>(au) — d,(bu) + xu.
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For &g € M1(R), u € Mjoc(R x R,), consider the equation

2.8) oru — Lu=pu,
u(-,0) = .
Let g € (1, 00). A weak L -solution of (2.8) is a function u € Ly joc(R, Ly) satisfying
o0
2.9) [T @+ Lowar= [ o050+ [ pdn
0 R RxRy

forall p € C°(R x R4).

Such problems were analyzed in [1]. In particular, [1], Theorems 1 and 13 and Remarks
1 and 2(b), show that for 1 < g < 0o, this problem possesses a unique weak L,-solution,
independent of ¢ (note that with the transformation @ = a, b = —b + a/, k = k — b/, one has
the divergence form L£*u = 9, (ad,u) + bcu + ku, as required in [1], Remark 1(e); also note
that in [1] the initial condition is accounted for by substituting u + &y ® 0p for w). In what
follows, we thus use the term weak solution to (2.8), without reference to ¢.

We base on this notion the following problem formulation. Let admissible data (&, ct, J)
be given. Consider the equation

@) ou—L'u=a— B,

(2.10) (i) BWU=>0=0 where U (x, t) :/_

(i) BRx[0,7])=J  forteRy,
@(iv) u(-, 0) =o.

A solution (u, 8) to (2.10) is defined as a member of L joc(Ry, Ly) x M4 joc(R x RY)
for some (equivalently, all) g € (1, 00), such that u is an a.e. nonnegative weak solution to

X

u(y,t)dy,
o0

For future reference, according to (2.9), a weak solution to (2.10)(i, iv) is one for which

o0

@.11) —/ (a,<p+£<p,u>dt=/w(-,O)dso+/ goda—/ ¢ dp.
0 R RxR, RxR

for g € C°(R x R4).

THEOREM 2.5. Let Assumptions 2.1 and 2.3 hold. Then:

(i) There exists a unique solution (u, B) to (2.10).

(ii) There exists a version of u, again denoted u, such that setting & (dx) = u(x,t)dx
gives § € CRy, M4 (R)), and (EN, BN) — (€, B) in DRy, M4+ (R)) x My joc(R x R5),
in probability, as N — oo.

REMARK 2.6. (i) The notion (2.10) can be seen as an extension of a classical solution
to a FBP. For example, consider (1.2) and assume that (u, £) is a classical solution, with
¢ € C(R4+, R) and u appropriately smooth. Recall that the injection-removal rate is set to cg
in (2.10). Then a solution (u, B) to (2.10) is obtained by S(dx, dt) = 0y, (dx)codt, as can be
verified directly.

(ii) More generally, one can construct a free boundary out of any solution (u, 8) of (2.10).
To this end, one can take, as in Theorem 2.5, & (dx) = u(x, t) dx, and disintegrate 8 in the
form B(dx, dt) = B;(dx) dJ;. Then two candidates are given by

¢; = infsupp &, ¢, =supsupp B, 1€ (0,00).
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These may in general behave very irregularly. For example, consider £*u = 3fu + u and
o =0, and for K € BR,), let J; =|[0, t] N K|. (Note that J; satisfies our assumptions, and
thus &, B, ¢ and ¢ are well-defined.) Now, if K = [0, 1]U[2, co) then during the time interval
(0, 1), the free boundary, say £, evolves continuously (by results of [4]), at time 1 it jumps
to —oo (as there is no absorption of mass), and at time 2 it comes back from —oo. It is clear
that this behavior can be made far more complicated by picking other choices of K, and for
a general Borel set K, one does not expect any regularity of £ beyond Borel measurability.

Under such circumstances, the notion of a free boundary does not seem to be particularly
useful from an analytic point of view (e.g., since boundary conditions in initial boundary
value problems are typically specified on the boundary of an open set). Also, a Feynman—Kac
representation of the component u of the solution in terms of £, which involves the hitting
time of BM to £, requires some regularity of £ (e.g., piecewise continuity). Feynman—Kac
representation of u in terms of ¢ has served as a key tool in earlier work on the subject (see
details in Section 3.3), but for the reasons mentioned, is not available here.

3. Uniqueness via barriers. In this section, we prove the following result.

THEOREM 3.1. Let Assumption 2.1 hold and let admissible data (§y, o, J) be given. Then
there exists at most one solution (u, 8) to (2.10).

The proof is based on the construction of barriers, which are shown to constitute upper
and lower bounds to any solution, in the sense of mass transport inequalities. This section is
structured as follows. Essential tools are developed in Section 3.1 and Section 3.2, where the
former provides so-called mild solutions, and the latter introduces operators required for the
construction, and studies some of their properties. Section 3.3 gives a brief description of the
construction of barriers in earlier work and of the difference to that in the current work, as
well as a sketch of the proof of uniqueness based on them. The upper and lower barriers are
constructed in Section 3.4 and Section 3.5, respectively. In Section 3.6, it is shown that the
barriers can be made close to each other, and the proof is completed.

3.1. Preliminary lemmas. The backward Kolmogorov equation associated with the dif-
fusion (2.1) is given by 0;u = Liu with Liu = aa)%u + bo,u. Denote by p;(x, y) the funda-
mental solution of this equation.

LEMMA 3.2. Given T there exist constants ¢, ¢, C1, C2 > 0 such that for t € (0, T and
x,y€eR,

(3.1 51t_1/2e_52(x_y)2fl <pi(x,y) < @1;—1/26—52(x—y)2t’1‘

Whereas the upper bound will be used many times, the lower bound is needed only to
make the following statement (used in Lemma 3.8). There exists a constant ¢, > 0 such that

(3.2) f px, ) dy = css 1€(0,1],x €R.

PROOF. For T = 1, these bounds follow from [24], Theorems 4.4.6 and 4.4.12. To verify
the assumptions, note that one can wrlte L1 in the form Liu = 0, (adyu) + baa u by settmg
b= (b — a’)a~'. The boundedness of b follows from the assumed boundedness of a~ , o
and b. For T > 1, apply the scaling property of p as in [24], Remark 4.1.5 (with constants
dependingon 7). [
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Denote
(3.3) s.(x, y) =e“"p;(x, y).
For u € L1(R), denote
(3.4) S () = [ s o) dx.
and with a slight abuse of notation use the same symbol for & € M (R), namely
(3.5) $:600 = [ s 0)E(x).
For y e M4 1oc(R x Ry) and 0 < 7 < ¢, denote
SeyGun= [ snydx.ds).
Rx[0,7]
ey =[ sty ds).
Rx[1,t]

LEMMA 3.3. (i) Let y € My 10c(R x R) be such that y (R x [0, -]) € CP (R4, Ry) for
some po > 0. Let v(y, 1) = S;50(y) + S* y(y,1). Then, for q € (1,00), v € Ly jo0c(Ry4, Ly).

(ii) Let (u, B) be a solution to (2.10). If u is a version of i, then (u, B) is also a solution.
Moreover, u has a version given by

(3.6) u(y, 1) =Sigo(y) + Sxa(y, 1) = S p(y,1).

(iii) One has ||u(-,t)||1 =my, t > 0. Moreover, v, u € Lo 10c((0, 00), Loo).
(iv) One has, for0 <t <t,

3.7 u(y,t) =8S—wu,0)(y) +S*xa(y,t;7) = S*B(y,1; 7).

REMARK 3.4. In what follows, by a solution to (2.10) we will mean the version given by
(3.6) unless stated otherwise. In view of Lemma 3.3, there is no loss of generality in doing so
when proving the uniqueness result.

PROOF. (i) Fix T'. In this proof, ¢ denotes a constant not depending on x, y and t € (0, T']
whose value may change from one expression to another. By Lemma 3.2 and (3.3), it is easy
to see that ||s; (x, -)||l2 < ct~!/2, t € (0, T]. By Minkowski’s integral inequality, it follows that
I1Si€olln < ct=1/2,

Next, let g € (1, 00). Then, by Lemma 3.2 and (3.3), for t € (0, T, [|s;(x, )y < ct= @
where Q = (¢ — 1)/(2g). By Minkowski’s integral inequality,

Is*yC0l, SchX[O =5y (ax.ds =c/[0 =970k,

where K; = y (R x [0, ¢]). By monotone convergence, the last integral is the limit as € |, 0 of

/ (t —s)"2dK,
[0,t—¢]

t—e

=K,_.e 2-0 Kot —s)" 17 %ds
0
(3.8) .
= (K;—e — K))e™ 2 + Q/ (K, — K)(t —$)"""2ds + K,;t 2
0

1
< c/ (r — )P0 1=Cqs + K172,
0
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If we choose ¢ > 1 sufficiently small, then pg — 1 — Q € (—1, 0), and the above integral is
bounded by ¢ for t < T'. Moreover, Q € (0, 1), and we obtain that || S * y (-, 1) ||, is integrable
over [0, T].

The two terms defining v satisfy (2.9) with data (&y, 0) and (0, y), respectively, by ele-
mentary integration by parts (see, e.g., [18], Theorem 4.6, for a similar calculation). The esti-
mates above on these two terms show that they are respectively members of L joc(Ry, L2),
and Ly joc(Ry, Ly) for g close to 1. Hence each is a weak L -solution of the correspond-
ing equation for some g € (1, co). By the results of [1] discussed following (2.9), they must
therefore be the unique weak L -solution, for all ¢ € (1, 00). This proves the assertion.

(ii) For the first assertion, we must show that the complementary condition (2.10)(ii) is
preserved by changing i to u. If U is as in (2.10)(ii) and U is defined similarly, then there
is a set A C R4 of full Lebesgue measure such that U(x,t) = U(x,t) for (x,t) e R x A.
Owing to the assumption that J is absolutely continuous, 8 does not charge R x A€. This
shows that 8(U > 0) holds if and only if B(U > 0), proving the assertion.

For the second assertion, the arguments given above in (i) show that the three terms on
the right of (3.6) are, for every g € (1, 00), weak L,-solutions of (2.8) for u =&y ® 0o, o
and respectively —pB. By linearity in u of weak solutions of (2.8) [1], Theorem 1, it follows
that u defined in (3.6) is a weak L,-solution of (2.10)(i) corresponding to data (§o, @, 8). In
particular, # must be a version of & by uniqueness of solutions to (2.8).

(iii) To calculate 7, := ||u(-, 1)||1, note that ||s,(x, -)||; = €. Hence by (3.6),

t t
m, = e’ —1—/ U= g, —/ U qy,
0 0

which solves (2.6), and by uniqueness, equals m;.
As for the estimate on ||u (-, t)|| -0, by positivity we only need to estimate the first two terms
in (3.6). Directly from Lemma 3.2, the sum of these two terms is bounded as follows:

t
ﬁt(x,y)fct_l/z—i-clt and ct_1/2+c/ (t—s)_l/zdls,
0

under Assumption 2.3(ii.1) and respectively (ii.2). The former expression is locally bounded
for ¢t away from 0, as required. As for the latter, a calculation as in (3.8), replacing (Q, po, K;)
by (%, % + po, I;) shows that this expression is also locally bounded for ¢ away from O.

(iv) Finally, (3.7) follows from (3.6) upon using the Chapman—Kolmogorov equation

fpt—'[(-x’y)pt(y’z)dy:pl‘(-xvz)~ D

3.2. Mass transport inequalities. In this section, several elementary facts about mass
transport inequalities are borrowed from [10], and some are developed further. On L{ (R, R),
define the relation u < v as

ulr,oco) <wvlr,o0) forallr eR,
and the relation u < vmod#, for £ > 0, as
ulr,o0) <vlr,o0)+ £ forallr € R.

For &, ¢ € ML (R), define £ < ¢ and & < ¢ mod £ analogously.
For § > 0, the “cut” operator Cs acts on Hs = {# € L1 (R, R}) : |lu||; > &} by cutting mass
of size § > 0 on the left. That is, for u € Hy,

As(u) = inf{x € R: u(—o00, x] > 8}
and

Csu(x) =u(x) 1A wu),00) (X).



WEAK FBP FORMULATION 1837

When § = 0 set Cs = i1d, the identity map. Also, denote Cs = id — Cs. We also use an
operator that cuts out a mass of size § lying between A4 and Aa4s. More precisely, given
A>0and$§ >0, § will always denote the pair (A, §). Then the operator Cj acts on Hxs as

Csu(x) = Cp su(x) = u(x)1{(—00, Ax0)]U(A pps(u).00)} (X)-

Set 63 =id— Cg.

LEMMA 3.5. Let § > 0 and assume u,v € Hg. Let £ > 0.

(1) Ifu xvmod¥ and ||u||1 = ||vl|1, then Ssu < Ssvmod e*®¢.

(11) Ifu < vmod¥, then Csu < Csvmod¥.
(i) If w e L1(R,Ry) is such that |w|; =8 and u — w > 0, then u — w < Csu.
Next, let A > 0 and assume u,v € Hpys.

(iv) Ifu < vmod¥, then Cx su < Ca svmod/.

(V) If0 < A< A, then C 5u < C4 gu.

(vi) If A" > A, u < vmod A’ and ||u||; = ||v]|1, then Csu < Cx svmod A'.

PROOF. (i) Step 1. Consider the case where k = 0 and ||u||; = ||v|; = 1. In this case, u,
v are densities of probability measures. Without loss of generality (w.l.0.g.), assume ¢ < 1.
Fix ro be such that fr‘(’)o u = £ (where rp = oo if £ =0). Let # = ul{.<,, be a density that
integrates to 1 — £. Consider the probability measure on [—00, 00), denoted U, having mass
¢ at —oo and density # on R. Let V be the probability measure with density v. Then one
has U [r, 00) < V[r, 00) for all r. Therefore, there exists a coupling (}20, Yp) having marginal
distributions U and V, respectively, such that the inequality X0 < Y holds a.s. Denote by E
the event {)N(O > —00}.

Consider a coupling of two processes X and Y, constructed using a BM B independent of
(Xo, Yo). Namely, on the event E, let X, be the unique strong solution to

- . o t
Xt=Xo+/O b(Xs)ds—i-/O ¢(X;s)dB;.

X ; need not be defined on E€. §imilarly, define Y; (on all of £2) as the solution to this SDE
with initial condition Y. Then X; < Y; for all # holds a.s. on E. This gives

P(Xs >r) <P(EN{Ys >r})) <P(¥s>r)=Ssv(r, 0).

Next, let Xo = Xo on E, and let its conditional law given E€ be given by the density
Eilul{.wo} (which need not be defined in the case £ = 0). Then X( has u as its density.
Again, assume w.l.o.g. that B is independent of X, and let X; be defined (on all of §2) by
following the same SDE with X as an initial condition. Then the density of X5 is given by
Ssu, and X; = )N(, on E. Thus, for any r € R,

Ssu(r,00) =P(Xs > r) <P(EN{Xs > r}) +P(E) < Ssv(r, 00) + L.

Step 2. If ||u||; = ||v|l1 = ¢, then u/c and v/c are probability densities and ©/c < v/c mod
£/c. This gives by Step 1 Ssu/c < Ssv/c mod £/c. The claim follows on multiplying by c.

Step 3. Finally, when « > 0, the claim follows from Step 2 after multiplying by ¢“® and
using (3.3).

(i) Let a = As(u) and b = As(v). For r > a Vv b, clearly (Csu)[r,00) = u[r, 00) <
v[r,o0) + £ = (Csv)[r, 00) + £. For r < a Vv b, consider two cases.

Case l:a <bandr < b. Then

(Csu)[r,00) < |Csulli = lully =8 < |lvli =3 +£€=|Csvl|[{ + £ = Cs[r,o0) + L.
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Case 2: a > b and r <a. Then
(Csu)lr, 00) =ula,00) <ulr Vv b,00) <v[rVvb,oo)+£=(Csv)lr,co) + £.
(iii) We have Csu = ulj¢, ), where u(—oo, c¢] = 8. Consider r < c. Because u — w is
nonnegative,
(u —w)[r,00) < [lu—wlly = llullt — lwll = llulli — 8§ = (Csu)[r, 00).

Next, consider r > ¢. Then (u — w)[r, 00) < u[r, oo) whereas (Csu)[r, 00) = u[r, 00).
(iv) We have u[r, o0) < v[r, 00) + £ for all r. We must show that u[r, 00) < V[r, 0c0) + £
for all , where

<)

= ul(—00,a)U(b,00)> u(—00,a)=A, u(a,b) =3,

<)

=0l auGoo)y  V(—00,a) = A, v(a,b) =34.

We split into four cases.
Casel.r <a:

ulr, 00) =ulr,00) — 8§ <v[r,o0) — 8 + £ <v[r, 00) + £.
Case2.r > bV b:
ulr, 00) = ulr, o0) < v[r, 00) + £ =70[r, o0) + £.
Case3.b<banda <r < b:
ulr,00) = ulb, 00) < v[b, 00) + £ ="7V[b, 00) + £ < V[r, 00) + L.
Case 4. b < b and a <r < b: Note that
b, 00) = llully — (A+8),  Tlb,00) =vlli = (A+3).
Moreover, ||lull; < ||v||l1 + £. Hence, @[b, 00) < D[b, 00) + £. Therefore,
ilr, 00) < ii[b, 00) < B[b, 00) + £ < V[r, 00) + L.
(v) Note that
Cisu=Csv+z, Casu=Cy_zsv+2,
where
v=_Cjzu, z:é\AAu.

Therefore, it suffices to prove that we have C ,_ AsV = Csv. To this end, note that we have
Cpo_zsv=v—weLi(R,Ry),and ||w|/; = 3. Therefore, we can use part (iii) of the lemma,
by which v — w < Csv. This completes the proof.

(vi) First, let us compare u to Cav. If r < Ax(v), then

ulr,00) < llully = [|Cavll1 + A= Cav[r,00) + A < Cav[r,00) + A"
If r > Aa(v), then
ulr, 00) < vlr,o00) + A" = Cv[r, 00) + A’.
This shows that u < Cavmod A’. By part (ii) of the lemma, Csu < Casvmod A’. Finally,

Ca4sv < Ca sv pointwise, hence Ca4s5v < Ca sv. This proves the claim. [

3.3. On the barrier method. We refer to [10] for an exposition of the use of barriers for
proving uniqueness of solutions to FBP. Here, we briefly describe the main idea behind their
use in earlier work, and how their structure differs from this line in the present paper.
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Barriers in earlier work. For simplicity, consider the N-BBM setting of [12]. Here, o = 0,
k =1, J; =t. Itis proved in [12], Theorem 5, that for any classical solution (i, £) to the FBP,
u is sandwiched between lower and upper barriers in the sense that

(3.9) (S5C)_e-5)" 10 < u(-,n8) < (Cos_y S5)" g

for all § > 0 and n. Uniqueness is then deduced by showing that there can be at most one
element that, for all § and n, separates the lower from upper barriers. (A similar argument
appeared, e.g., in [10], Theorem 3.14, for relaxed FBP solutions and in [4], Lemma 6.2, for
solutions to the corresponding obstacle problem). The proof of (3.9) is based on a Feynman—
Kac representation of u in terms of £ ([12], equation (6)), where the latter is assumed to be
continuous (see, respectively, [10], Proposition 8.1, and [4], Proposition 3.1).

Next, if J is more general it is natural to expect, by analogy to (3.9), that

n—1 n—1
(3.10) I1 (S5C; 5))u0 S u(-,nd) < [T(Cji Ss)uo.
i=0 i=0

where fi (8) and j;(8) depend on J, and reflect the fact that the mass removal rate varies.
However, as mentioned in Remark 2.6, a Feynman—Kac representation for the density u of
(2.10) is missing in the generality of Theorem 2.5 and, therefore, the argument given in the
above references requires adaptation. We can recover the second inequality in (3.10) without
this tool, but the first seems harder. We construct an alternative lower barrier for which we
can prove the lower bound, by working with the operator C, s rather than Cs. Here, our
treatment considerably deviates from the above line.

Sketch of construction of barriers in this work. The construction of the barriers and the
proof that they form bounds analogous to (3.9) and (3.10) appear in the next two subsections.
Here, we sketch the main idea. Let (u, §) be a solution to (2.10). By equation (3.6), for § > 0,
u(-,8) =v — h, where

v="Sséo+ Sxa(-,8), h=S%p(,8).

Let jo = ||h]l1. Then the nonnegative function u(-, §) is obtained by removing from v the
mass of size jo distributed according to /. If instead one removes from v the leftmost mass of
size jo, as shown in Figure 1(a), then the resulting function Cj,v satisfiesu =v — h < Cjjv.
Next, by Lemma 3.5, both Ss and C, preserve the order, and the argument can be iterated,
providing an upper barrier at times nd for all n. In the case o = 0, this barrier takes the form
of the right-hand side of (3.10).

Next, we sketch the lower barriers. Figure 1(b) shows in blue a mass of size jj located &
away from the leftmost mass of size §. If ¢ is fixed while § and jj are sufficiently small, then
one can show that most of the mass of A (red) is to the left of the mass in blue. Removing
from v the mass marked in blue thus gives a lower barrier for u, up to an error term, which can
be made small. While this is a valid statement, it is not useful for us because the operator that
cuts away the mass marked in blue does not preserve the order, and as a result the inequality
cannot be iterated. However, one can use instead the operator C, j, that leaves mass A on
the left and then cuts away mass jg, as shown in blue in Figure 1(c). With an a priori bound
on the density, the statement regarding negligible mass in red reaching the mass in blue is
still valid here. Since, by Lemma 3.5, this operator preserves the order, the argument can be
iterated. As we will show, the resulting error term can be controlled.



1840 R. ATAR
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FI1G. 1. (a) The solution is given by v (black) minus h (red); upper barrier is obtained by removing the leftmost
mass of size jo = ||h||1 from v (green). (b) Removing mass of size jo (blue), located & away from the mass in
green. (¢) Removing instead mass of size jo (blue) after leaving mass of size A on the left, to obtain a lower
barrier which can be iterated.

3.4. Upper barriers. We now give the precise definitions. The upper barriers are de-
fined using a removal mechanism that operates at times nd, n € N, for § > 0 fixed. Con-
sider the time interval [(n — 1)§, né]. The mass injected during this interval adds the term
S % a(-,nd; (n — 1)§) to the density at nd. Hence, let the “paste” operator be defined, for
ueLi(R,Ry), by

POu=u+Sxa(-,nd; (n—1)3).
The mass removed during the said interval is of size J,s — J,—1)s. However, more relevant
is the size that this mass would grow to be had it not been removed, namely

Jjn(8) := / K= g,
[(n—1)§,n6]

Accordingly, let C =Cj,)-
The upper barriers are defined for each § > 0 and n € N by setting u(()‘s’ﬂ =&p and

6,+) 8) p(8 6,+)
U,s :C()P()Su(n 1)5, neN.

Note that for n = 1 and n > 2, the function S(;u( ) s above is defined via (3.5) and respec-
tively (3.4). For the barriers to be well-defined, one must have

8 6,+)
(3.11) PO Ssu )5 € Hjyo).-
We sometimes use the notation u, for u(-, t) as we do in the following.

PROPOSITION 3.6. Fix § > 0. Then (3.11) holds for all n € N, and consequently, the
upper barriers are well-defined. Moreover, let (u, B) be a solution to (2.10). Then for n € N,

6,+)
Ups S Ups -

PROOF. Recall that by Assumption 2.3, m; > 0 for all #, where m; is given by (2.6). The
L norm of u®1) satisfies

GHy _y,6H K K(nd=s) g1 _/ Kk (n8—s) dJ
G = a6 + /[(n_we T g

so long as the right-hand side above is positive. By induction on 7, this expression gives
||u(‘S ) l1 = mpus > 0, completing the proof of the first assertion. Note by a simple induction

argument, the definition of j,(8) and Lemma 3.3, that ||u,s|1 = ||u( +)||1.
The main claim will also be proved by induction. For n — 1 > 1, assume f < g where

f=uu-1)sand g = uEn +1))5’ forn—1=0, f =g =§&. Write C, P and S for C(’S) P(s) and
Ss, respectively. We have u( ¢ P Sg. Moreover, by Lemma 3.3, u,s = PSf — h, where
o = [ Sus—s (¥, V)B(dx, ds).
Rx[(n—1)8,n8]

Hence, the proof will be complete once PSf — h < C PSg is shown.
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By Lemma 3.5(i, ii), C preserves the order < and one has Sz < Sv whenever # < v and
lliz]l1 = ||v]l1- It is trivial that this is also true for P. Denote w = PSf. Suppose one shows
w —h < Cw. Then

w—h<Cw=CPSf<CPSg,

where in the last inequality one uses Sf = Sg forn —1=0and || |1 = ||g|l1 forn — 1> 1.
Thus, the proof would be complete.

It thus suffices to show w — & < Cw. The function w — & is nonnegative (as required by
the definition of a solution) and [ & = j,(§). Hence, w — h < Cw by Lemma 3.5(iii), and the
proof is complete. [

3.5. Lower barriers. The lower barriers are defined for § = (A,8) € (0,00)2 and n € N
as follows. Let

C) =Cajuis)-
Set u(()a’_) =épand £, ; =0, and forn e N,
é.-) 5 p@s @,-)
Uys = Cr(z )Pn( )Sau(n—l)é’

(3.12) ¢y Jn(8) if (n — 1)8 < 19,
nd = € n—1,5 + —A3/8 . .
e Jn(8) if (n — 1)8 > 19,

where 79 > 0 is fixed. Once again, for the definition to be valid, one must assure that for all
neN,

5,—
(3.13) PO Ssuy )5 € Hayjy0)-

PROPOSITION 3.7. For A € (0, g9) and & > 0, (3.13) holds for all n, and consequently,
the lower barriers are well-defined. Moreover, let 0 < tg < T be given. Then there exists
Ap € (0, &9) such that for every A € (0, Ag) there exists 5o > 0 such that for § € (0, §9) and
n € N satisfying nd < T one has

¢

;=)
U,s ~ =< Uns modﬁn’S

whenever (u, B) is a solution to (2.10). Furthermore, for n € N, n§ < T one has

(3.14) ¢

Given y € M 1oc(R xR, ) and [71, 2] C R, the supremum of the support of the measure
y(-) =y (- X [t1, r]) is denoted by p*(y; [t1, 12]). Recall ¢, from (3.2) and denote ¢* = 2/c,.

LEMMA 3.8. Given a solution (u, B) to (2.10), 6 > 0 and n € N, let
pn.s =P (B: [(n — 1)8, né]).
Then forn > 2,
Pns b, 8, uu—1)s) = Acxj,5)(U@n-1)s), provided uy—1)s € Hexj,(5) and ju(8) > 0.
PROOF. We consider only n = 2; the proof for n > 2 is similar. Fix § and a solution
(u, B). Arguing by contradiction, assume 02 5 > b = b(2, 68, us) = Acxj,s5)(us) (the latter is

well-defined and finite by the assumption us € Hc+j,(5)). Hence, B((b, 00) x [8,28]) > 0.
Because S does not charge R x {§}, it follows that 6 := B((b, c0) x (6, 28]) > 0.
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Let us show using (2.10)(ii) that there exists ¢ € (8, 28] such that U (b, ¢t) = 0. If this state-
ment is false, namely U (b, t) > O for all t € (8, 28], then

mU>mz/

Lu@,n-0B(dx,dt) > / Livw,n>0B(dx,dt) =60 >0,
(b,00) x (8,281 (b,00) % (8,251

contradicting (2.10)(ii).
Fix such ¢ € (8, 25]. We now appeal to identity (3.7) with = = 6. Denoting the last term

there by h(Y) = fo[(S’z] 5[_3()(, )’),B(dX, dS),

b [e%)
f h(y)dy < f h(y)dy = f K09 g < / =9 41— (3.
oo o [6.1] (6,25

Since U (b, t) =0, we have for the first term in (3.7),

b b
/_/Rst_xx,y)u(x,a)dxdys/_ h(y)dy < j2(5).

Using (3.2), /" si—s(x, y)dy > [* pi—s(x, y)dy > ¢, for all x, hence

IO / [ sr_s(x, Y)u(x, 8) dy dx
xe(—o00,b] Jye(—o0,b]

b
> c*/ u(x,8)dx = cic* jo(8) =2/2(8),
o0

a contradiction due to the assumption j»(8) > 0. This proves the claim. [

PROOF OF PROPOSITION 3.7. The proof of (3.13) is similar to the proof of the analogous

statement from Proposition 3.6. Also as in that proof, the L norm of the solution and the

barrier at nd are equal. As for (3.14), fix 0 < 7o < T. Denoting x, = 1(1—1)5<1 + e_AS/‘S, it

follows from (3.12) that
€, 5 <€, 1 5+ jn(®) Xn-
By induction, £, 5 < eI ji(8) xi- Using i (8) < e¥3(Jus — Ju—1)s) and nd < T,

e s <eTTI(g s +e_A5/8JT),

n,8

as claimed.
We turn to the main assertion. Assume that A < g9/2. Arguing by induction, assume that

f <gmodf, , s, where

5,—
f= ”En_1>)5’ g =Un-1)s,
whenn — 1> 1 and Af =g=§& whenn —1=0. Write C, P and S for C,([S), P,Ea) and S,
respectively. Then u,(ﬁs’_) =CPSf,and by Lemma 3.3, u,s = PSg — h, where
ho = [ Suss (x, MB(dx, ds).
Rx[(n—1)6,né]

By Lemma 3.5(i), PSf < PSg mod e"‘sﬁnfl 3- If (n — 1)é < 1o, we therefore have, for any r,
1% [r, 00) = CPSf[r,00) < PSf[r, o)
< PSg[r,o0) + e’(‘gﬁn_l 5
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< PSglr, 00) — hlr,00) + [[A]l1 +€°¢,_ 5
= unslr, 00) + ju(8) + €, 5
= tpslr, 00) + £, 5,

which gives the claimed estimate.

In what follows, (n — 1)§ > ty. In particular, n > 2. In view of the lower bound on
my = ||u(-,t)|l1, t € [0, T] and the continuity of J, we may assume that § is so small that
the condition u(,—1)s € Hexj,(s) holds for all n > 2, nd < T. As a result, the bound asserted
in Lemma 3.8 is valid provided merely that j,(§) > 0. Moreover, by Lemma 3.3 there ex-
ists a constant ¢, such that for any solution (u, 8), ||u(-, 1) ]lco < €0, t € [ty, T]. Using the
induction assumption and Lemma 3.5(iv),

(8 B
=CPSf <CPSgmode” €15

Denote w = P Sg. Suppose

(3.15) Cw<w—hmods wheres=¢, ;— e, | s=e2/3j,(5).

Then u 8 - <Xw-—h=uysmod/{ n.$ which completes the proof. It remains to show (3.15).

First, if j,(6) =0, then ¢ = O and (3.15) holds because C = id, h = 0 and therefore
Cw = w = w —h. Next, assume j,(§) > 0. Denote j = j,(§) and b = A+, (5)(g) = Acxj(g).
By Lemma 3.8, p, s <b. Write h = h1 + hy, where

Because p, s < b, we have

h(y) = / Snss (¥, Y)B(dx, ds).
(—00,b]x[(n—1)8,n8]

Without loss of generality, e¥% < 2, thus s5; < 2p; for t < 4. Hence, in view of Lemma 3.2,
5,(0, [a, 00)) < 03e_c4“2/’ for a > t1/2
lemma. This gives

> 0, where c3, ¢4 > 0 depend only on ¢, ¢, of the

A1 56‘3]( ielon s e—c4A4/(n8—s)IB(dx’ds) < c3e—C4A4/6j’
o X[ (n n

provided § < A*. If we further require A < ¢4, then for all sufficiently small §,
(3.16) Il <e 2P =e.

Recall that ||h||; = j and let g € (0, 1] be defined by ||h2||1 =¢j. Theng > 1 — A% et
us argue that it suffices to show

(3.17) b+ A* = A j(g) + AT < Ap(w)

in order to prove (3.15). By definition, /2 is supported to the left of b + AZ. On the other
hand, Cp 4jw =w — h, where ||h||1 =g¢gj and h is supported to the right of A (w). Thus,

using ||fz||1 = ||h2]l1, it follows from (3.17) that C4 4jw S w —hy = w — h + hy. In view of
(3.16), this gives

Cagjw<w—hmode.

Because Cw = Cx jw < Cp 4jw pointwise, one has Cw < Cx 4jw. Hence, (3.15) follows.
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It remains to show (3.17). Because #9 < (n — 1)6 < T, the bound || g||co < cxo is valid. By
making A smaller if needed, assume 2coo A2 < A /6. Then for all § so small that ¢*j < A/6
(simultaneously over n),

(3.18) Aap(g) = A j(g) +242%
Next, we argue that for all small &,
(3.19) Arps3(Sg) > 0= Aap(g) — A%

To show this, we must to show (Sg)(—o00,0] <2A/3. Letg=g1+ g = GA/gg +Casg.
Because ||g1]l1 = A/3, we have ||Sg1]l1 <e“®A/3 < A/2, and

(Sg)(—00, 0] = (Sg1)(—00, 0] + (Sg2)(—00, 01 < A/2 + [ g2]l1€°ps (x0, (—00, 6]),

where xo = A 3(g), owing to the fact that ps(y, (—o0, #]) is monotone decreasing in y for
y > 0. Recalling that ||g|l1 = lu—1)sll1 =m@u-1)s < |lm ||} and using again Lemma 3.2, the
last term in the above display is bounded by

)C()*A2 R _
2eilmly [ 8T Re e gy,
—0

which is smaller than A /6 for all sufficiently small 6. This shows (Sg)(—o0,0] <2A/3,
hence (3.19).
For 7w := S * (-, n8; (n — 1)8), we have |||} < e<®(I,s — I(n—1ys). Hence, for all small
3, Il < A/3. As aresult,
Ap(w) = Ap(PSg) = Aa(Sg+m) > Ar4/3(S8).

Combining this with (3.18) and (3.19) gives (3.17), and the proof is complete. [l

3.6. Proof of uniqueness. The last step is showing that the lower and upper barriers be-
come close upon taking § — 0 then A — 0, and finally 7y — O.

PROPOSITION 3.9. Fix 0 <tg < T. Let Ag and 69 = 69(Ag) be as in Proposition 3.7.
Then for A € (0, Ag), 6 € (0,80) andn € N, né <T, one has

u%’“ < u,(ﬁs’_) mode™ A,

PROOF. We argue by induction. First, recall uéi) — &. Next, assume that we have
”Ei’jl))s < uéi’:l))g mod e~ D A Then

PO Ssulst) s < PO Ssuly =) s mode™? A,

where, for n — 1 = 0, this is true because both sides of the inequality are equal, and otherwise
this is a consequence of the induction assumption and Lemma 3.5(i), recalling that the L
norm of the upper and lower barriers are equal for each n. For the same reason, Lemma 3.5(vi)
also applies, and gives

s, 5 8,—
CO PO Ssuit) s < €O PO Ssuy ") s mode™ 4,

¢

(’33’” <u, 5’_) mod "¥® A. This completes the proof. [J

that is, u,,

PROOF OF THEOREM 3.1. Once uniqueness is established for the u component of the
solution (u, 8), uniqueness of the 8 component follows from (2.11). By Remark 3.4, it suf-
fices to prove uniqueness of solutions (#, 8) in which u is the version given by Lemma 3.3.
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To show uniqueness of the u component, argue by contradiction and assume that (u’, '),
i = 1, 2 are two solutions where u! and u? are distinct. Then there exist # > 0 and r € R such
that, say, utl[r, o0) < utz[r, 00). Fix such ¢ and r. Denote 8, = tn~! forn e N. Let 0 < 19 < 7.
Then, by Propositions 3.6 and 3.7, for every small A > 0 there exists ng such that for n > ng,

w1, 00) =y a5, < ulr, 00) < u?lr, 00) < uf™[r, 00).

By Proposition 3.9,
u,(A’+)[r, 00) < ugA’S”’_)[r, 00) + e A.
Using these two inequalities and then the bound from (3.14),
0 < u?[r,00) —ul[r,00) <" A4 Ly a5, <A+ T 5 + e A/on Jr).

On taking n — oo, then A | 0 and finally 7y | O, the expression on the right converges to
zero, a contradiction. [J

4. Convergence. In this section, the convergence result is proved based on the FBP
uniqueness, yielding the proof of Theorem 2.5. Throughout, the assumptions of Theorem 2.5
hold. The main steps are as follows. In Lemma 4.1, the normalized processes are shown to
satisfy a version of equation (2.9) with an error term. Lemma 4.2 establishes tightness of
these processes. Existence of a measurable density for any limit point of the sequence &% is
shown in Lemma 4.3. In Lemma 4.4, the final, crucial step shows that the complementarity
condition is preserved under the limit.

4.1. Limit laws and the parabolic equation. This subsection contains the first three of
the aforementioned steps toward convergence. Some additional notation used here is as fol-
lows. Let Jt#’N = BV (R x [0, t]) denote the counting process for removals, and note that, by

construction, J,# N — JtN holds on the event {inf<; mﬁv > 1} (recall the remark after (2.4)).
Let

YN =3 Va0 = 750)
ieS
be the number of births during time [0, ¢], and let its macroscopic counterpart be given by
Y=« fot myds. Denote Ry =N+ I}V and note that the set RITV ={{(,0):j< Ry} consists
of all root particles appearing by time 7.
Recall that a solution to (2.10)(i, iv) is defined via (2.11). The relation of the particle
system to this equation is established by showing that if (&, 8) is a limit point of (%, 8V)
then

@.1) —fo <at<p+£<o,s,>dr=/Rgo<-,0>dso+/@+¢da—/RxR+sodﬁ.

LEMMA 4.1. (i) Let ¢ € C°(R x Ry) and let T be such that ¢(-,t) =0 forallt > T.
Then

Y Sy ENVar ooy EN “N _ AN | N
/()((a[wﬁw)(,z),s, \dt (w<,0),so>+/RxR+<pda [ ap e+,

RXR+

where I\;I,N is an {.7-",N }-martingale starting at zero, with quadratic variation
- t _
4.2) [MN], <eNT! (/O m ds + Y}V),

where ¢ depends only on ¢ and c.
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(i1) One has
nifv=1+K/()tﬁ1ﬁvds+igv—.it#’N+Mf’N,
where, with ¢ as above, M f Nis an {.7:tN }-martingale starting at zero, and
[i1%N], < eN~'FN.

(iii) As N = oo, m™, YN, IN, JN JHNYy 5 (m, Y, 1, J,_J) ii}probabi_lity.
@iv) Suppose that (&0, &, o, B) is a subsequential limit of (Sév, N aVN, BN). Then the for-
mer tuple satisfies (4.1) a.s.

PROOF. (i) Note that ¢/ and 7/ are {]-'ZN }-stopping times and recall that B’ and 7 are
martingales on this filtration. By Itd’s lemma, for each i € S, on the event {r > o'},
(AT

Pt AT) =l o)+ [ (00 +b0ug + ad2g) (X ) ds

al

ATt . :
(4.3) + f  (cdxp) (X5, 5) d B

o tnT! ) .
=o(x',o') + / (3: + by + ad%9) (X1, 5) ds + M},
O—l
where

JFARLLI W(a )(X!,s)dB!
r T etz | (€A 5)dby

Given i, the sum of evaluations of ¢ over birth location-epochs of particles born directly from
particle i between time O and 7 is given by

AT ; .
l{lzci}Li (p(Xs’s)dns'

Summing this expression over i € S gives the sum of evaluations of ¢ over all birth location-
epochs during that time interval, that is,

AT

Z (p(xl,o'l)zzl{tzdl}/l (p(Xi’S)dn';
i=(j,k)eSN, k=1 ieS o
tAT! ) .
Zzl{tzai}[/, (P(X;,S)de-i—MtN”’z}
ieS a!

where the index set on the left corresponds to births by time ¢, and

N,i,2
Mt ! == 1{[20.1‘}/

ol

tAT! ) )
o(Xy. s)dry.

Therefore, summing (4.3) over all i such that ¢*

/ godBN=f o 0 dEY + pda™
Rx[0,7] R Rx[0,¢]

<t and normalizing gives

t -N - N
[ [ @t LorenF @ndi+ 1),
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where
Y =N = ),
ieS
Take ¢ = T and replace the integration range R x [0, 7] to R x Ry recalling that ¢ (x,7) =0
for t > T. The bound (4.2) follows from [M"-"1], < 150 llcl|% 100112 (t A T8 — o) and

[MN12): < Vzo l@ll3 (), — 7!, and the identities
, . t t
Y st At — o) :/ eNR)ds = / mY ds
ieS 0 0
and
] j N
(4.4) Z Visoiy (T i = o) = Y/
ieS

(ii) We have mfv =N+ I,N + Y,N — Jt# N by the definition of these processes. By (4.4),

t 5N 5N tAT .
(4.5) YN =/</ mY ds+xkM;"  where M{"" =" 1{20"}[,- drl.
0 ieS o
The quadratic variation bound follows as in (i).
(iii) Fix T. Recall gy from Assumption 2.3. Consider the {.7-"tN }-stopping time

oV =inf{r: I[N > Iy + 1 or m <e9/2}.

By (ii) and Gronwall’s lemma, E[mf\/’\ 9N] < ¢, where ¢ = ¢(T). Hence, by (4.5), one has

E[YIIXQN] < c. Going back to (ii) gives E[[M#’N]T/\QN] — 0, hence ||[M*N|* y — 0in

TNO
probability. For t < 6", one has Jt#’N = JN. Thus, using (2.6) and again Gronwall’s lemma,

one has that ||m"N — m||’;A0 » — 0 in probability. By the definition of &g, this shows that

PN < T) — 0. Because T is arbitrary, this proves that m"¥ — m and J*" — J in proba-
bility. As a result, by (4.5), Y~ — Y in probability.

(iv) In view of (i), it suffices to show that || MY 7 — 0 in probability. However, this is an
immediate consequence of (4.2) and (iii). [

The following point is used in the proof of the next two lemmas. One can construct an
additional particle system in which there are no removals, based on the same stochastic prim-
itives as in the original system, except 7j' = oo for all / in place of the original removal attempt
times 7’. In this particle system, we use tilde notation for all the model ingredients, as in %',
X L&t StN , with one exception: instead of éN , We write {N (and g:N for its normalized
version). Thus, JN = 0, ,EN =0and 7' = oo for all i. As a consequence, the tilde system
dominates the original system: For every t > 0, &N = ¢/V.

LEMMA 4.2. The sequence of laws of (N, BV), N € N is tight. For every subsequential
limit (¢, B), one has P(§ €e C(R, ML (R))) =1.

PROOF. Both the J; topology over D(R,, R) and the topology of local weak conver-
gence we gave the space M joc(R x Ry ) are defined by convergence over finite time inter-
vals. Hence, in this proof, we fix T and consider all processes (resp., measures) defined on
R, (on subsets of R x R) as if they are defined on [0, T'] (on subsets of R x [0, T']), and
with a slight abuse of notation still use the same notation. For example, 8" will denote the
restriction of the original random measure 8" to subsets of R x [0, T'].
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Moreover, recalling that &V (R x [0, T]) = I_%V — It in probability, we may and will
assume w.l.o.g. that the injections are truncated when their number reaches c; N, where
cr = It + 1. Hence, for all N and t € [0, T], I,N < ¢y N a.s. Similarly, the removal mea-
sure is assumed w.l.0.g. to be truncated when JN reaches ¢;N, cy = Jr + 1.

Tightness may be argued separately for each component. Starting with gV, for r > 0,
denote B, = [—r,r] x [0, T], BS = (R\ [—r, r]) x [0, T]. Since we have |BN| < cy, it suffices
to show that for every n € N there is r such that

(4.6) 1in}vianP>(BN(IBag) <n ) >=1-n"1

To this end, note that the removal space-time location of a particle is a point on the graph
of the potential trajectory of that particle, hence

N .
@7 PYB) U= 3 luxay, o
tGST
If we let

=2 lyxpe

(i T]>r}’
tGST

then for each N and r, the random variable U is dominated by U . This shows
(4.8) P(BY(BS) = n~") <P(UN = Nn7h).
Now, in the tilde system, the collection of family members descending from a root particle
i =(j,0) uptotime T is denoted by S}V !, in accordance with (2.3). Let
FN=o{Iy, (&,6"):i e RY)
:U{Iﬁl, (xi,ai) Qe RITV},
where the equality follows by construction. For i € Ry and [ € SITV ’i, let Xﬁ’i, te [6i, T]

denote the trajectory formed by X ! during its lifetime, and by the trajectories of its ancestors
prior to its birth time (here as well 5 can be replaced by o). Recalling that the motion and
branching mechanisms are independent of the initial configuration and injection measure,
using the many-to-one lemma [19], we have

(4.9) [ Z l{ux”n*

lof,T]

]-“N] FTOR[1 v W FN] i eRY.

>r} (oi T]

ieS T
Let X; solve (2.1) for ¢ € [0, T'], and denote the stochastic integral term in that equation by
C; = fot ¢(Xg)dBy. Then (C) = ¢(X,)?ds, and by time change for continuous martingales,
(4.10) C, =By,
where és = Cr(5) is @ BM, and t(s) = inf{r > 0: (C;) > s}. By the boundedness of the
coefficients b, ¢, this gives [| X — x[|7 <c1(1 + ||1§||§1), where ¢; depends only on T and

the coefficients. Let B’ denote the BM, constructed via time change as above, corresponding
to X', i € RITV , and note that for such i, one has that X' = x'. Then we have shown the

o1, 7] = <ci(1+] B! ||§1). (Note that the BM B' are notin general mutually
independent.) Hence, given n, there exists r’ = r), such that

. ) oo . P
P(IF =3l > 5|AY) <P(ct+18'12) > 5)

<@n(l+cpeT) 27, i eRY.

inequality || X — x|

4.11)
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Next, by our assumptions, the normalized configuration measure of {x’ : i € RJ}’ }, given by
Eév + [0.7] av (-, dt), converges in probability to a deterministic finite measure on R. Hence,
for every n, there exists r”” = r, such that

1
1ilrvn19>(#{i eRY x| > %} < N(ZeKT)12_”> =1.

Hence, recalling R]TV <{+4cy)N,

[#{i e RN x| > r"/2})
N
Forn e N, letr, =r, Vv r,. Then, by (4.8), (4.9), (4.11) and finally (4.12),

4.12) limsupE

] < (Zne"T)_IZ_”.
N

'n/ —

limsupP(BY (B ) >n 1)
N

< limsup ﬁIE[UrN]
N N n
. n
.13) stimsop B 2. 2 lyxidy, -
ieRY jesNi o
) neKT
< limsup N E Z (1{||Xi—xi||*i sy T Vw1, /2)
N N lo".T]
i€R7y
<27

This shows (4.6), hence the tightness of the laws of ,B_N .

Denote by d. the Levy—Prohorov metric on M (R), which is compatible with weak con-
vergence on M (R). We will use the notation wr (-, -) for both (R, | - |) and (M4 (R), d).
The argument for £V is based on showing (i) for every & > O there exists a compact set
K C M4 (R) such that liminfy inf,cfo.71P(§ € K) > 1 — ¢; and (ii) for every & > 0 there
exists § > 0 such that

limsupP(wr (EV, 8) > &) < &.
N
Once these two properties are proved, it will follow that &£V is a relatively compact sequence
[17], Corollary 3.7.4 (page 129). Because we use w rather than w’ [17], (3.6.2) (page 122),
this will in fact establish C-tightness, proving the second statement.

To show (i), let ¢ = [|m||% + 1. By Lemma 4.1(ii), m" || = sup,¢f0.711&"] < c2 w.h.p.

Denoting

Ka(r)={y e My ®):lyl <2, y([=rr]) <n” '},
it suffices to prove that for every n there exists r, such that

1in]1vinfirtlf]P>(§tN € Kn(ry))=1-27",

for the same reason given above for (4.6) to be sufficient for tightness of Y. Moreover,
similar to the estimate (4.7) for ,BN, we have étN([—r, rl6) < UrN for all ¢+ € [0, T']. Hence,
the chain of inequalities (4.13) provides a bound also on lim sup, sup, ]P’(étN € 12,, (ry)¢), and
(i) follows.

It remains to show (ii). Let Afv ={i € S: 0! <t < t'}. This is the index set for living
particles at time 7. For § > 0, let as = {(s,¢) € [0,T]: 0 <t — s < §}. For (s,d) € as, the
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number of particles removed during (s, ¢] is Jt - J %N The number of new particles during
this interval is given by IV — IN + YN — YN, Hence denoting symmetric difference by A,
#AYAAY) < PN =TIV 1N 1N v N v
The convergence of IV, J*" and YV to continuous paths shows that given & > 0 there exists
8 > 0 such that, w.h.p., for all (s, t) € as one has #(AﬁVAAfV) <eN/2.
Next, going back to (4.10) and the notation B!, there exists a constant c3 € (0, 00) such

that i1 71(X7,8) < €38 + wigi 0,7y (B’ ¢30). Thus,if p(e, 8) = P(c38 + we,r (B, ¢38) = €)
for B a BM, then fori € S,

P(wiyi 71(X',8) = el FY) < p(e,8) on{o’ <T}.
Hence,

E[#{i € S7': wior (X', 8) 2 e}] = 3 Elligicr Bl | xi5y2e) 1 Fi]]
ieS ’

<E[#S]p(e.5)
<cNp(e, ),
where in the last inequality we used the fact that the expected number of descendants each

root particle has by time 7 is bounded, which along with the truncation convention of IV
gives IE[#SITV] < cN. This gives
. oN. ; cNp(e,8) ¢
P(#{l € ST . U)[O.i’T](Xl,(s) > 8} > 8N/2) < W < Z,

where we used the fact that p(e, 0+) = 0 and chose § = §(¢) sufficiently small.
Given a set C C R, let C? denote its e-neighborhood. We have shown the following. For
all N so large that

P(for some (s, 1) € as, AﬁVAAfV >eN/2) < Z,

with probability greater than 1 — ¢/2, for all (s, ) € as, except for at most e N /2 particles
(removed between s and t), and at most ¢ N /2 particles (whose displacement exceeds ¢), each
particle i € AY exists in the configuration at time ¢ and travels less than & between s and ¢.
Hence, with probability greater than 1 — /2, for any Borel set C,

eN(C) <EN(C¥)+eN, (s,1) €as.
Similarly, with probability greater than 1 — ¢/2,
eN(C)<eN(CP)+eN, (5,1 €as.
Hence, with probability > 1 — ¢,
du(EN,EN) <e, (s,1) €as.
This shows that

limsup P(wr (éN, §) >¢) <e,
N

and the proof is complete. [

LEMMA 4.3. Let (£, B) be a subsequential limit of (N, BN). Then there exists an event
21 € F of full measure and a B(R) ® B(R+) ® F-measurable function u(x,t, w) such that
for every (t,w) € (0,00) x 21, u(-, t, w) is a density of & (-, w) with respect to the Lebesgue
measure on R. Moreover, for almost all w, one has

u(x,t,w) <v(x,t) forall (x,t)eR x (0, 00).
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PROOF. First, we prove that all limits of ¢ have density. To be more precise, applymg
Lemma 4.2 with the data JV = 0, in which case 8~ =0 and £V = ¢V, shows that ¢V ar
tight. Fix a convergent subsequence and denote its limit by ¢. Recall that

(v, 1) = SEo(y) + S * a(y, 1) = /Rs,(x, Véo(dx) +/R s e ds),

and set ;“to(dx) =v(x,t)dx,t >0, and g'(())(dx) = £o(dx). Then it is a standard result that
¢ = ¢ a.s. For completeness, we will prove that, a.s., for all ¢, ¢, C ;,0, which is a weaker
assertion but is sufficient for our purpose here.

To this end, let Q denote the set of bounded open intervals (a, b)) C R. Fix T > 0. In the
first step, we show that for ¢ € (0, T], Q € Q and y > 0,

(4.14) PN (Q) > ¢/ (Q) +y) — 0.
For a first moment calculation, using the many to one lemma as before,

B @1 F =N E X i sl

teRt

[

N eK“—f”')P(i(;' € QIFY)

ierN

=0N:=N"" 3 0'(N),

ieRN

where 0/ (N) =5,_,i(x', Q). Now, for ¢ € (0, 1),
6" = [ 51 Q&' @)+ [ sis(x, 00 (dx,d)
R Rx[0,¢]

<V¥N@t,e, Q)
(4.15)

= / s0(x, Q)& (dx) + / s5i—s(x, Q)a (dx, ds)
R Rx[0,r—¢]
+e (N - 1Y).

OnR x [0, —¢], (x,s) — p;—s(x, Q) is bounded and continuous [24], Theorem 1.2.1. Since
« does not charge R x {t — ¢}, VN, e, Q) converges in probability to

Vit e Q) 1=/5z(x, Q)So(dX)Jrf Si—s(x, Q)a(dx,ds) +c(ly — I—).
R Rx[0,r—¢]

We may adopt the truncation convention from the proof of Lemma 4.2. Thus, I. ;V and |@" | are
bounded, and we have by bounded convergence E[VN(t, e, 0)] = V(1,¢, Q), which upon
taking ¢ — 0, gives

limsup]E[@N] < /Q S:E0(y)dy + /Q Sxa(y,t)dy = QO(Q).

Moreover, dropping the last term in (4.15) gives a lower bound on OV, hence similarly
liminfE[ON] > ¢2(Q), giving

(4.16) mE[ZN (Q)] =limE[6V] =2 (0).
Similarly,
(4.17) limsup E[(OV)?] < £2(0)2.
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By Lemma 3.3, g,O(Q) < 00. For a second moment calculation, if i € Rf\' then

E 1 - . ‘]:-N} < E[(ZN)2|EN —c

I; 721\” {X;IGQ,theQ} * = [( T ) | * ]_
i1,i0€S;

whereas if iy, i € RJ}’ are distinct, using conditional independence and the many-to-one

lemma,

E 1. o BV 2 ekt i—op kil ¢ 0| ENYP(R2 € 0| EN).
|: Z Ny (X,'€0.,X;?c0} *:| ¢ (X;' € QIF)P(X;* € QIF,)

lA'l 639”1 €Sy
Therefore,
E[ZN (02 FN] <N~ 4 (67,

and using now (4.17), limsupE[(ZN (0))?] < ¢2(Q)?. In view of (4.16), this gives that
limvar(¢" (Q)) = 0. By (4.16), this shows (4.14).

Next, it is shown that for every ¢t € (0, T] and Q € Q there is a full-measure event on
which ¢(Q) < g“tO(Q). Since along a subsequence one has ¥ = ¢ and the latter has contin-
uous sample paths, one also has g:tN = ¢;. Using Skorohod’s representation, we may assume
w.l.o.g. that E,N — {; a.s., and since Q is open, we have liminfg:tN(Q) > £ (Q) a.s. Hence,
with ¢ =¢2(Q) + v,

P(z(Q) > &) < P(liminfz" (Q) > &) < Eliminf 1 , <liminfP(zV(Q) > &) =0,

N =é
where we have used the lower semicontinuity of x — 1.z and Fatou’s lemma. This shows
P (Q) > §IO(Q) +y) =0, and y can now be dropped.

Let Q C Q be the set of open intervals (a, b) witha, b € Q; Then there exists an event £2
of full measure on which forallr € (0, T]NQ and all Q € Q, &(Q) < g})(Q) holds. Using
the continuity of 7 + &;, we have that, on £2¢, the same I~101ds for all (z, Q) € (0, T] x 0. The
last assertion can be extended to (0, T] x Q by taking @ > O, 1 Q € Q. It follows (e.g., [5],
Corollary 2, page 169) that on an event of full measure,

(4.18) gl e, Tl

Recall that étN C E,N for all 7. Then every subsequential limit & of £V must also satisfy,
on an event of full measure, & C ;zo for all ¢ € (0, T']. In particular, & (dx) < dx. Since T
is arbitrary, this holds on (0, 00), and setting £ = 0 outside the full measure event, we finally
obtain that for every (¢, w) € (0, 00) x £2, & (dx, w) < dx. We now appeal to [15], Theo-
rem 58 in Chapter V (page 52), and the remark that follows. The measurable spaces denoted
in [15] by (£2, F) and (T, T) are taken to be (R, B(R)) and ((0, 00) x §2, B((0, 00)) ® F),
respectively. According to this result, there exists a B(R) ® B((0, 00)) ® F-measurable func-
tion u(x, t, w), such that for every (¢, w) € (0, 00) x §2, u(-, t, w) is a density of & (dx, w)
with respect to dx.

For the last assertion of the lemma, note that by (4.18), modifying u into u A v still gives
a density of & (-, w). O

4.2. Limit laws and the complementarity condition. Here, we prove that the complemen-
tarity condition carries over to the limit.

LEMMA 4.4. (i) Let u € Lijoc(R4+, L1) N Loo1oc((0,00), Loo) be positive. Denote
Ux,t) = [Tou(y,t)dy. Let B € My 10c(R x Ry), B(R x {0}) = 0. Then the following
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two conditions are equivalent:

(4.19) B(U > 0) =0,

(4.20) Z :=/ U(r,t)B(dx,dt)=0 forallr eR.
[r,00) xR+

(i) Let (£, B) be a subsequential limit of (EN, BN). Then a.s.,

“4.21) I, (&, B) = / &(—oo,r]B(dx,dt) =0 forallr e R.

[r,o00) xRy

(iii) Consequently, if u is the density from Lemma 4.3 (defined arbitrarily on R x {0}) and
Ux,t,w)= [* u(y,t,w)dy then (U, B) satisfy (4.19) a.s.

PROOF. (i) To show that (4.19) implies (4.20), write

Z 5/ U(x,t)B(dx,dt) 5/ U(x,t)p(dx,dt)=0.
[r,00) x R4 R

X4
For the converse, assume (4.19) is false. Then there exists § > 0, (U > §) > 0. Since B
does not charge the set R x {0}, there exist 0 < #; < t» < 0o and finite @ < b such that,
with K = [a, b] x [t1, 2], B(K N {U > §}) > 0. With ¢ an upper bound on u in K, and
_ s
&= 7 A (b — a),
)
Uy, 1) =U(x,1) < 5 %YE la,b],0<y—x<e,t€lt,n]

Moreover, there exists r € [a, b] such that B(L) > 0 where L = [r,r +¢] x [t1, 2] N{U > §}.
Hence, for (x,1) € L, U(r,t) > U(x,t) — § > 8 — 3 = 3. Thus,

7> / UGr,B(dx, dt) = gm) -0,
L

showing that (4.20) is false.
(ii) Let X be the collection of tuples o = (r, 1,12, 7n,0) € QS, O<tij<th,n>0,6>0.
We show that for every o € X', P(£2,) = 0 where

QG:{ inf & (—o00,r] > n, B((r, 00) x (t1,t2))>3].

tefty,n]

Fix o = (r, 11, 12, 1, 8). If P(£2,) > 0, then by the weak convergence (V, V) = (&, B), the
a.s. continuity of the limit &, and the fact that, for every ¢ > 0, the measure & has no atoms,
one must have for all large N,

IP’( inf EN(—o0,r]>n/2, BN (r,00) x (1. 1) > 3/2) > 0.

telt1, 1]

However, by the construction of the particle system, for every r, a removal never occurs at a
location > r at a time when there are particles at location < r. Hence, the above probability
is zero for all N. This shows P(£2,) = 0. Consequently, P(x. §2,) =0.

Next, consider the event

0= {there exists r € R such that Z, (&, 8) > 0}.

On this event, there exists 7 € R and 0 < 51 < 52 < o0 such that

T+ ::/ & (—o0, r1B(dx. dt) > 0.
[r,00) X (51,52)
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Consider a sequence Q > r,, 1 r. Recalling that the density u(-, -, w) is bounded by v and
denoting y1 = SUP yepr—1,r1x(s1.5) VX 1) V2 = B(R X (51, 52)),

1,(.8) > / £/(— 00, ra1B(dx. d1)

[rn,00) X (s1,52)

= /[‘r,oo)x(sl,sz) (Et(_oo’ r] =& (rn, r]),B(dx, dt)

zl'*_ sup ‘i:t(rn,r]VZ

te(s1,52)

>I*—(r—r)y1y2>0

for large n. This shows that on 20 there exists r € Q such that Z, &,B)=0.

Next, the condition Z, (&€, B) > 0 (with r € Q) implies that there exists n € Q N (0, 1) such
that fAn a; db, > 0 where we denote a; = & (—00,r] = &(—00,r), by = B(r,00) x [0, t]
and A, = {r : a; > 2n}. The trajectory ¢ — a, is continuous on (0, o0) (using the fact that
& € C(Ry, M4 (R)) and that for each ¢, & has no atoms). Hence, there exists an interval

(t1,12) C Ay, with 11, 1 € Q, such that f(z,,tz) a; db; > 0. Consequently,

§&(—oo,rl=a,>2n>n

on [#1, t2], while

B((r, 00) x (t1,12)) =/ db; > 0.
(t1,12)
This shows that P(2°) < P(U, <5 £25) =0.

(iii) The final assertion follows from the first two as soon as these conditions are verified:
lu(-, t, w)|loo is locally bounded for ¢ € (0, o0), and B(R x {0}) = 0. The former follows
from Lemmas 4.3 and 3.3(iii), by which u(-,-,®) < v and v € Ljoc,00((0, 00), Lso). The
latter follows from Lemma 4.1(iii) by which J#¥ — J and the assumption Jo=0. O

4.3. Proof of Theorem 2.5. In view of the tightness stated in Lemma 4.2 and the
uniqueness of solutions to (2.10) stated in Theorem 3.1, it suffices to show that whenever
(%0,&, o, B, J) is a subsequential limit of (%V, §N, al, BN, jN), and u the corresponding
density from Lemma 4.3, one has that, a.s., (u, ) is a solution to (2.10).

Thatu € Ly joc(Ry, Ly) for g € (1, 00) follows from Lemma 4.3, which states that u < v,
and Lemma 3.3(i), by which v € Ly joc (R4, L) for all g € (1, 00). Since by Lemma 4.1(iii)
J#N — J, we have B(R x [0, 1]) = J; < oo for all ¢, showing that 8 € M 1oc(R x Ry).
Thus, to show that u is a weak L -solution to (2.10)(1), it remains to show that (2.11) holds.
This is indeed the case by Lemma 4.1(iv), in view of the relation & (dx) = u(x,t)dx.

Finally, Lemma 4.4 shows that condition (2.10)(ii) holds, and for condition (2.10)(iii) we
have just provided a proof. This shows that, a.s., (u, 8) is a solution to (2.10), and completes
the proof.
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